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The present document studies multi-tenancy related use cases for NFV. According to ETSI GS ZSM 010 [i.22], “multi-tenancy refers to an architecture in which a single instance of software runs on a server and serves multiple tenants”. In NFV deployments this refers not only to VNF instances but also to NFV-MANO components (NFVO, VNFM, VIM as specified in ETSI GS NFV 002 [i.2] and to entities like CISM (see ETSI GS NFV-IFA 040 [i.19]) and CCM (see ETSI GS NFV-IFA 036 [i.18]).
The present document studies related concepts with the goal to remove the gap between the existing general functional requirements on multi-tenancy as described in ETSI GS NFV-IFA010 [i.10] and the missing requirement details regarding NFV elements consumed by different tenants. Key issues on multi-tenancy in NFV (e.g. tenant-dependent LCM, tenant-dependent resource management, traffic separation, management isolation, etc) are identified and analyzed as well as recommendations for further work provided. 
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[bookmark: _Toc451532925][bookmark: _Toc76454151]3	Definition of terms, symbols and abbreviations
[bookmark: _Toc451532926][bookmark: _Toc76454152]3.1	Terms
For the purposes of the present document, the terms given in ETSI GS NFV 003 [i.3] apply.

[bookmark: _Toc455504145][bookmark: _Toc481503683][bookmark: _Toc76454153]3.2	Symbols
Void.

[bookmark: _Toc455504146][bookmark: _Toc481503684][bookmark: _Toc76454154]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in ETSI GS NFV 003 [i.3] and the following apply: 
NOTE:	An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in ETSI GS NFV 003 [i.3].
NMT	NFV-MANO Tenant

[bookmark: _Toc76454155]4	Overview
The present document focuses on use cases where multiple users consume services from the same NFV-MANO environment that are offered via the Os-Ma-nfvo reference point (see ETSI GS NFV-IFA 013 [i.13]. The NFVO thus needs to be able to protect a consumer (NFV-MANO Tenant, NMT) against another consumer. 
The use cases show example configurations where such isolation or protection is needed.
Protection and isolation need to be provided in different ways:
· Resources created by NMT-A cannot be managed by NMT-B. This is sometimes called management isolation and includes also the necessity of different management permissions to cover shared resources.
· Resources created by NMT-A cannot be used by NMT-B (e.g. bandwidth on a VL of NMT-A cannot be consumed by NMT-B).
· NMT-B is not able to access information about resources created by NMT-A.
· NMT-B is not able to monitor usage of resources created by NMT-A.
· NMT-B is not able to access traffic on resources created by NMT-A.
· Failures of resources created by NMT-A are not affecting resources created by NMT-B.

Nevertheless, there may be cases where NMTs A and B share resources.

Different types of resources need different ways of protection. Therefore in some cases, compute resources, storage resource or network resources need to be discussed separately.

In many cases resources that need isolation are not directly visible on the Os-Ma-nfvo reference point. Therefore the necessary information about required isolation needs to be communicated between the entities of the NFV-MANO.
The present document analyses the necessary interworking within NFV-MANO to understand potential enhancements of NFV-MANO that are necessary e.g. to allow protection and isolation of physical or virtual resources of the NFVI.
This is done by analyzing several key issues which are derived from the use cases. For each key issue, solutions are provided and evaluated.

[bookmark: _Toc76454156]5	Use Cases and Scenarios
[bookmark: _Toc76454157]5.1	Use Case #1: Two users with own NFVO on shared NFVI
[bookmark: _Toc76454158]5.1.1	Motivation
This use case describes two users using their own NFVO and VNFM but allocate resources from the same NFVI-PoP(s) to build their NSs. It is assumed that an NFVI-PoP is managed by a single VIM
NOTE:	The NFV-MANO implementations of the two users can be from different vendors.
In this use case the term NFV-MANO tenant (NMT) is used for a user managing NSs via the Os-Ma-nfvo reference point. This reduces ambiguity between NFVO users, VNFM users, VIM users etc. 
Figure 5.1.1-1 illustrates the relation of the NMTs and NFV-MANO FB instances, including the NSs and resources.
[image: ] 
Figure 5.1.1-1: Two users with own NFVO on shared NFVI
In this use case, all NFV-MANO FBsneed to be aware that they need to provide the appropriate isolation between the resources allocated to the different users (NMTs) as required in ETSI GS NFV 004 [i.4]. 
In this use case it is assumed that the NSs of the different NMTs can be deployed on different resources within the NFVI. For sharing physical resources see other use cases.
This use case is derived from use case #1 in ETSI GR NFV001 [i.1], Network Function Virtualisation Infrastructure as a Service (NFVIaaS).
[bookmark: _Toc76454159]5.1.2	Detailed User Story
[bookmark: _Toc76454160]5.1.2.1	Summary
In this use case, each NMT has its own NFVO and VNFM(s) to instantiate their NSs via the Os-Ma-nfvo reference point, see ETSI GS NFV-IFA 013 [i.13]. Therefore NFVO and VNFM(s) don’t know about different users/consumers. Only the VIM needs to be aware whether resources are allocated to the same or a different user/consumer.
As specified in ETSI GS NFV-IFA 005 [i.5] and ETSI GS NFV-IFA 006 [i.6], the VIM uses resource groups to identify the necessary isolation.
[bookmark: _Toc76454161]5.1.2.2	Actor(s)
Table 5.1.2.2-1 describes the use case actors and roles. It is assumed that NMT1 and NMT2 have no business relationship and their network services need to be isolated.
Table 5.1.2.2-1: Use case #1, actors and roles
	#
	Actor
	Description

	1
	NMT1
	OSS or other management system of service provider 1. NMT1 requires isolation from NMT2.

	2
	NMT2
	OSS or other management system of service provider 2. NMT2 requires isolation from NMT1.

	3
	NFVO1
	NFV Orchestrator used by NMT1

	4
	NFVO2
	NFV Orchestrator used by NMT2

	5
	VNFM1
	VNF Manager used by NMT1

	6
	VNFM2
	VNF Manager used by NMT2

	7
	VIM
	VIM managing the NFVI hosting all resources involved

	8
	VNFs
	VNFs needed for the NS



[bookmark: _Toc76454162]5.1.2.3	Pre-Conditions
Table 5.1.2.3-1 describes the pre-conditions.
Table 5.1.2.3-1: Use case #1, pre-conditions
	#
	Pre-condition
	Description

	1
	NFV-MANO of both NMTs (VIM, NFVOs and VNFMs) is running.
	

	2
	NMT1 and NMT2 have established the necessary business relationship with the provider(s) of the NFV-MANO environments and NFVI allowing them to deploy their services.
	

	3
	NMT1 and NMT2 have prepared the necessary NFV packages and templates (e.g. NSD, VNFD) for the onboarding
	



[bookmark: _Toc76454163]5.1.2.4	Description
Table 5.1.2.4-1 describes the flow for onboarding an NS for NMT1. There is no difference to the standard flow. In this use case the NFVOs don’t need to consider different tenants during the onboarding, since each NFVO works for a single NMT only.
Table 5.1.2.4-1: Base flow for onboarding an NS for NMT1
	#
	Flow
	Description

	1
	NMT1 -> NFVO1
	NMT1 requests NFVO1 to onboard the NS, providing the NSD.

	2
	NFVO1
	NFVO1 executes the onboarding

	3
	NFVO1 -> NMT1
	NFVO acknowledges the onboarding

	4
	NMT1 -> NFVO1
	NMT1 subscribes for notifications. See note.

	5
	NMT1 -> NFVO1
	NMT1 requests NFVO1 to onboard the necessary VNFs, providing the VNF packages and VNFDs.

	6
	NFVO1
	NFVO1 executes the onboarding 

	7
	NFVO1 -> NMT1
	NFVO1 acknowledges the onboarding

	NOTE:	Subscription can also be done earlier.



Table 5.1.2.4-2 describes the flow for instantiating an NS for NMT1. There is no difference to the standard flow. The description only highlights some aspects related to tenants, which is mainly during steps 9 and 10.
Table 5.1.2.4-2: Base flow for instantiating an NS for NMT1
	#
	Flow
	Description

	1
	NMT1 -> NFVO1
	NMT1 requests instantiation of the NS.

	2
	NFVO1
	NFVO1 validates the requests. 
NFVO1 checks that all necessary VNFs are onboarded.
NFVO1 checks resource availability for the VNF instantiation. See note 1.

	3
	NFVO1 -> NMT1
	NFVO1 acknowledges the NS instantiation request.

	4
	NMT1 -> NFVO1 
	NMT1 subscribes for the relevant notifications. See note 2.

	5
	NFVO1
	NFVO1 validates the requests. 

	6
	NFVO1 -> NMT1
	NFVO1 acknowledges the subscriptions.

	7
	NFVO1 -> VNFM1
	NFVO1 requests instantiation of the VNFs for NMT1 as required for the NS according to the deployment flavour. See note 1 and note 3.

	8
	VNFM1
	VNFM1 validates the request. This includes package validation. See note 1. 

	9
	VNFM1 -> VIM
	VNFM1 requests the necessary resources specifying proper resource groups needed by NMT1. See note 4.

	10
	VIM
	VIM allocates the resources keeping track of the resource groups.

	11
	VIM -> VNFM1
	VIM provides VNFM1 with the resources for the VNFs for NMT1.

	12
	VNFM1 -> VNF
	VNFM1 finalizes the instantiation including configuration and VNF specific operations if needed.

	13
	VNFM1 -> NFVO1
	VNFM1 acknowledges the VNF instantiation.

	14
	NFVO1 -> NMT1
	NFVO1 acknowledges the NS instantiation.

	NOTE 1:	This step is simplified to avoid two flows for direct or indirect mode. Also allocation of other NS resources and the granting dialogue are not shown.
NOTE 2:	Subscription can also be done earlier.
NOTE 3:	This use case does not cover nested NSs which will be covered in separate use case.
NOTE 4:	VIM needs to distinguish NMT1 and NMT2 by the used resource groups, so the NFVI is able to provide resource isolation, e.g. network isolation.



Onboarding and instantiation for NMT2 are similar.
[bookmark: _Toc76454164]5.1.2.5	Post-Conditions
Table 5.1.2.5-1 describes the post-conditions.
Table 5.1.2.3-1: Use case #1, post-conditions
	#
	Post-condition
	Description

	1
	VNFs and NSs are correctly instantiated.
	

	2
	Resources are allocated as per NMT information.
	

	3
	NFV-MANO FBs have all NMT information to provide management isolation.
	This includes subscription to notifications.

	4
	NFVI has all information to isolate resources between NMTs.
	This includes the necessary information for network isolation if required.




[bookmark: _Toc76454165]5.1.3	Variants
In ETSI GR NFV-EVE 012 [i.12], isolation of network slices in a multi-domain environment is explained using the diagram in figure 5.1.3-1. Here also the tenants use their own NFVO and VNFM(s) as illustrated above. In addition, the use of multiple NFVI-PoPs and the SDN environment are shown.

[image: ../../Pictures/Picture1.png]
[bookmark: figure4]Figure 5.1.3-1: Network slicing deployment applying NFV concepts to achieve isolation
The orange and blue tenants use VMs in two NFVI-PoPs, also marked with orange and blue color. The isolation requirements between resources of tenant 1 and tenant 2 need to be respected also for the connections between the NFVI-PoPs. Therefore also the WIMs need to be aware of the isolation requirements. For more details see clause 4.3 ETSI GR NFV-EVE 012 [i.12].
The following figure 5.1.3-2 provides a simplified diagram showing multiple NFVI-PoPs connected by a WIM and using a tunnel for isolation of the traffic.

[image: ]
Figure 5.1.3-2: Two users with own NFVO in multi site deployment

[bookmark: _Toc76454166]5.1.4	Analysis
As shown in the flow in clause 5.1.2.4, the information about required isolation needs to be provided to the VIM via Vi-Vnfm and Or-Vi reference points. In this use case, it is not necessary to provide direct information about tenancy on these reference points; it is sufficient to provide information about groups of resources, within which sharing is possible, whereas the groups itself are to be isolated against each other. 
ETSI GS NFV-IFA 005 [i.5] and ETSI GS NFV-IFA 006 [i.6], already introduce resource groups to identify the necessary isolation on resource level. However, management of resource groups is not yet provided and not all operations and information elements include the necessary information (e.g. in the interfaces for compute host reservation, start and end time can be specified by a given tenant, without providing necessary parameters to bind the reservation to a tenant or resource group. Also the use of resource groups between ETSI GS NFV-IFA 005 [i.5] and ETSI GS NFV-IFA 006 [i.6] is not completely consistent.

It is therefore recommended to revisit ETSI GS NFV-IFA 005 [i.5] and ETSI GS NFV-IFA 006 [i.6] concepts of resource groups and define the necessary management of resource groups (see note 2 in clause 7.1 of ETSI GS NFV-IFA 005 [i.5]) and add necessary attributes and parameters where necessary.
Also requirements for management isolation of the VIM need to be defined, which will protect resources assigned for a tenant against management from a different tenant.
Editor’s note: The recommendations later need to be moved to clause 7 and combined with recommendations from other use cases. 

[bookmark: _Toc76454167]5.2	Use Case #2: Two users share the same NFV environment
Editor’s Note: This may cover using public cloud infrastructure.
[bookmark: _Toc76454168]5.2.1	Motivation
This use case describes two service providers creating NSs on the same NFV environment (i.e. the same NFVO and other FBs ) and thus being built with resources of the same NFVI-PoP(s). The service providers use the same NFV-MANO service to deploy these NS instances. Figure 5.2.1-1 illustrates the relation of the service providers and NFV-MANO, including the NSs and resources. 
In this use case the term NFV-MANO tenant (NMT) is used for a user managing NSs via the Os-Ma-nfvo reference point. This reduces ambiguity between NFVO users, VNFM users, VIM users etc. 

[image: ]
[bookmark: REF_Figure3]Figure 5.2.1-1: Two users share the same NFV environment
In this use case, all NFV-MANO FBs need to be aware that they need to provide the appropriate isolation between the resources allocated to the different users (NMTs) as required in ETSI GS NFV 004 [i.4]. 
In this use case it is assumed that the NSs of the different NMTs can be deployed on different resources within the NFVI. For sharing of NFVI resources see other use cases.
[bookmark: _Toc76454169]5.2.2	Detailed User Story
[bookmark: _Toc76454170]5.2.2.1	Summary
In this use case, both NMTs instantiate their NSs with the same NFVO via the Os-Ma-nfvo reference point, see ETSI GS NFV-IFA 013 [i.3]. 
There are multiple ways for the NFVO to know the origin of a request. 
· The NMTs can use separate interfaces (e.g. IP-addresses) to the NFV-MANO.
· The NMTs can use some token to identify themselves 
It is out of scope for the use case which method is used. It is assumed that NFVO can identify the NMT of the NS as the originator of a request on the Os-Ma-nfvo reference point.
In this use case it is assumed that NFV-MANO needs to provide isolation of the NSs created by different NMTs (see note). This includes resource and traffic isolation similar to anti-affinity, and also management isolation, so an NMT can only manage NSs and resources under its responsibility.
NOTE:	NMTs may waive isolation by agreement. In this case NFV-MANO would not need to distinguish these users. 
NOTE:	NMTs may also share resources, as is illustrated and analysed in use case #9, see clause 5.9.
NOTE:	A NMT here may also represent a group of users.
In this use case it is also assumed that the same NMT instantiates the NS and subsequently owns all VNF instances and related resources allocated during the VNF instantiation. The NMT can issue subsequent operations on the NSs he created as well as on their constituent resources. E.g. it is expected that an NMT will subscribe for notifications related to the NSs and its constituent resources.
NOTE:	This use case is written as NFV-MANO can distinguish the users. Isolation could also be achieved by some anti-affinity definition on higher level (NSs). This solution is shown in key issue #2, see clause 6.2.

The VIM needs to be aware whether resources are allocated to the same or a different user/consumer.
As specified in ETSI GS NFV-IFA 005 [i.5] and ETSI GS NFV-IFA 006 [i.6], the VIM uses resource groups to identify the necessary isolation.
As specified in some information elements in ETSI GS NFV-IFA 007 [i.7], the resource groups are also used on the Or-Vnfm reference point for tenant information.

[bookmark: _Toc76454171]5.2.2.2	Actor(s)
Table 5.2.2.2-1 describes the use case actors and roles. It is assumed that NMT1 and NMT2 have no business relationship and their network services need to be isolated.
Table 5.2.2.2-1: Use case #2, actors and roles
	#
	Actor
	Description

	1
	NMT1
	OSS or other management system of service provider 1. NMT1 requires isolation from NMT2.

	2
	NMT2
	OSS or other management system of service provider 2. NMT2 requires isolation from NMT1.

	3
	NFVO
	NFV Orchestrator for the NS instances involved.

	4
	VNFM
	VNF Manager for the VNFs involved

	5
	VIM
	VIM managing the NFVI hosting all resources involved

	6
	VNFs
	VNFs needed for the NS



[bookmark: _Toc76454172]5.2.2.3	Pre-Conditions
Table 5.2.2.3-1 describes the pre-conditions.
Table 5.2.2.3-1: Use case #2, pre-conditions
	#
	Pre-condition
	Description

	1
	NFV-MANO (VIM, NFVO and VNFM) is running.
	

	2
	NMT1 and NMT2 have established the necessary business relationship with the provider(s) of the NFV environment allowing them to deploy their services.
	This includes that NFV-MANO is aware of the necessary isolation of NSs and their constituents.

	3
	NMT1 and NMT2 have prepared the necessary NFV packages and templates (e.g. NSD, VNFD) for the onboarding
	



[bookmark: _Toc76454173]5.2.2.4	Description
Table 5.2.2.4-1 describes the flow for onboarding an NS for NMT1. There is no difference to the standard flow. The description only highlights some aspects related to tenants, which is mainly during steps 2 and 6.
Table 5.2.2.4-1: Base flow for onboarding an NS for NMT1
	#
	Flow
	Description

	1
	NMT1 -> NFVO
	NMT1 requests NFVO to onboard the NS, providing the NSD.

	2
	NFVO
	NFVO executes the onboarding and registers NMT1 for this NS, see note 1 and note 2.

	3
	NFVO -> NMT1
	NFVO acknowledges the onboarding

	4
	NMT1 -> NFVO
	NMT1 subscribes for notifications. See note 4.

	5
	NMT1 -> NFVO
	NMT1 requests NFVO to onboard the necessary VNFs, providing the VNF packages VNFDs.

	6
	NFVO
	NFVO executes the onboarding and registers NMT1 for this VNF package. See note1 and note 3.

	7
	NFVO -> NMT1
	NFVO acknowledges the onboarding

	NOTE 1:	NFVO needs to register the NMT(s) to protect a package, an NS or VNF, against operations from a different user (i.e. management isolation). Different levels of permission (e.g. use versus making changes such as scale, update, delete) may be necessary.
NOTE 2:	NSs could be shared between NMTs, but this is not covered in this use case. See use case #9 in clause 5.9. In case of multiple NMTs for an NS, different levels of permission (e.g. use, scale, update, delete) may be necessary.
NOTE 3:	VNFs could be shared between NSs of different NMTs, but this is not covered in this use case. See separate use case in clause 5.9. In case of multiple NMTs for a VNF, different levels of permission (e.g. use, scale, update, delete) may be necessary.
NOTE 4:	Subscription can also be done earlier.




Table 5.2.2.4-2 describes the flow for instantiating an NS for NMT1. There is no difference to the standard flow. The description only highlights some aspects related to tenants, which is mainly during steps 2, 7, 9 and 10.
Table 5.2.2.4-2: Base flow for instantiating an NS for NMT1
	#
	Flow
	Description

	1
	NMT1 -> NFVO
	NMT1 requests instantiation of the NS.

	2
	NFVO
	NFVO validates the requests. This includes that NFVO checks whether NMT1 is allowed to instantiate the NS.
NFVO checks that all necessary VNFs are onboarded and are allowed to be instantiated by NMT1.
NFVO checks resource availability for the VNF instantiation. See note 1 and note 2.

	3
	NFVO -> NMT1
	NFVO acknowledges the NS instantiation request.

	4
	NMT1 -> NFVO 
	NMT1 subscribes for the relevant notifications. See note 3.

	5
	NFVO
	NFVO validates the requests. This includes that NFVO checks whether NMT1 is allowed to subscribe to these notifications.

	6
	NFVO -> NMT1
	NFVO acknowledges the subscriptions.

	7
	NFVO -> VNFM
	NFVO requests instantiation of the VNFs as required for the NS according to the deployment flavour indicating proper resource groups needed by NMT1. See note 1 and note 4.

	8
	VNFM
	VNFM validates the request. This includes package validation.

	9
	VNFM -> VIM
	VNFM requests the necessary resources for the VNFs indicating proper resource groups needed by NMT1. See note 5.

	10
	VIM
	VIM allocates the resources keeping track of the resource groups.

	11
	VIM -> VNFM
	VIM provides VNFM with the resources for the VNFs for NMT1.

	12
	VNFM -> VNF
	VNFM finalizes the instantiation including configuration and VNF specific operations if needed.

	13
	VNFM -> NFVO
	VNFM acknowledges the VNF instantiation.

	14
	NFVO -> NMT1
	NFVO acknowledges the NS instantiation.

	NOTE 1:	This step is simplified to avoid two flows for direct or indirect mode. Also allocation of other NS resources and the granting dialogue are not shown.
NOTE 2:	Resource availability may include availability within resource limits for NMT1.
NOTE 3:	Subscription can also be done earlier.
NOTE 4:	This use case does not cover nested NSs which will be covered in separate use case.
NOTE 5:	VIM needs to distinguish NMT1 and NMT2, so the NFVI is able to provide resource isolation, e.g. network isolation.



Onboarding and instantiation for NMT2 are similar.
[bookmark: _Toc76454174]5.2.2.5	Post-Conditions
Table 5.2.2.5-1 describes the post-conditions.
Table 5.2.2.5-1: Use case #2, post-conditions
	#
	Post-condition
	Description

	1
	VNFs and NSs are correctly instantiated.
	

	2
	Resources are allocated as per NMT information.
	

	3
	NFV-MANO FBs have all NMT information to provide management isolation.
	This includes subscription to notifications. 

	4
	NFVI has all information to isolate resources between NMTs.
	This includes the necessary information for network isolation if required.



[bookmark: _Toc76454175]5.2.3	Variants
The following figure 5.2.3-2 shows an NFV environment with multiple NFVI-PoPs connected by a WIM and using a tunnel for isolation of the traffic used by multiple tenants.

[image: ]
Figure 5.1.3-2: Two users share the same NFV multi-site environment


[bookmark: _Toc76454176]5.2.4	Analysis
As shown in the flow in clause 5.2.2.4 and similar to use case #1, the information about required isolation needs to be provided to the VIM via Vi-Vnfm and Or-Vi reference points. In addition to use case #1, the NFVO also needs to provide VNFM with the information about required isolation via the Or-Vnfm reference point. 
NOTE:	There is a difference between direct and indirect mode of resource allocation by the VNFM. In indirect mode, i.e. when the VNFM allocates resources via the NFVO, a different mechanism could be used. 
In this use case, it is not necessary to provide direct information about tenancy on these reference points; it is sufficient to provide information about groups of resources, within which sharing is possible, whereas the groups itself are to be isolated against each other. 
ETSI GS NFV-IFA 005 [i.5] and ETSI GS NFV-IFA 006 [i.6], already introduce resource groups to identify the necessary isolation on resource level. However, management of resource groups is not yet provided and not all operations and information elements include the necessary information (e.g. in the interfaces for compute host reservation, start and end time can be specified by a given tenant, without providing necessary parameters to bind the reservation to a tenant or resource group. Also the use of resource groups between ETSI GS NFV-IFA 005 [i.5] and ETSI GS NFV-IFA 006 [i.6] is not completely consistent.

ETSI GS NFV-IFA 007 [i.7] already mentions resource groups. Attributes for resource groups identifying the tenants are specified in VirtualisedResourceQuotaAvailableNotification and GrantInfo information element, but not in other places. The flow in 5.2.2.4 shows that the information about resource groups needs to be provided also in other information elements or as parameters for LCM operations. 
It is therefore recommended to revisit ETSI GS NFV-IFA 005 [i.5], ETSI GS NFV-IFA 006 [i.6] and ETSI GS NFV-IFA 007 [i.7] concepts of resource groups and define the necessary management of resource groups (see note 2 in clause 7.1 of ETSI GS NFV-IFA 005 [i.5]) and add necessary attributes and parameters where necessary. Further details on necessary extensions of the concepts of resource groups are analysed in key issue #1, see clause 6.1.
Also requirements for management isolation of the VIM need to be defined, which will protect resources assigned for a tenant against management from a different tenant. Requirements for management isolation need to be defined also for NFVO and VNFM, so an NMT can only access own NSs and VNFs. Also the VNF packages need to be protected against usage of non-authorized tenants.

Editor’s note: The recommendations later need to be moved to clause 7 and combined with recommendations from other use cases. 

[bookmark: _Toc76454177]5.3	Use Case #3: Network slicing by a single user
[bookmark: _Toc76454178]5.3.1	Motivation
This use case shows the use of network slicing. A service provider uses network slicing and creates two slice subnets by creating network service instances on the same NFV environment (i.e. the same NFVO and other FBs ) and thus being built with resources of the same NFVI-PoP(s). The service provider expects isolation of the slice subnets. Thus NFVO needs to provide for isolation of the NS instances and their resources. Figure 5.3.1-1 illustrates the relation of the slice subnets, NS instances and their resources.
[image: ]
Figure 5.3.1-1: Network slice subnets
In this use case, all NFV-MANO FBs need to be aware that the NS instances and their resources need to be isolated. 
In difference to use case #2, the same service provider manages both NS instances. 
Editor’s note: We need to define the different kinds of isolation, e.g. management isolation, resource isolation.
NOTE:	There are different solutions for the Os-Ma-nfvo reference point to define the isolation needs, e.g. by introducing tenant management and assigning NSs, VNFs and resources to tenants or by affinity/anti-affinity-rules on NS and NS instance levels. The use case is independent of that solution. However, IFA010 today has requirements for tenant management. This solution is shown in key issue #2, see clause 6.2.
In this use case it is assumed that the NS instances of the different slice subnets can be deployed on different resources within the NFVI. For sharing of NFVI resources see other use cases.
NOTE:	The network slice is not shown, since the containment of subnets and slices is invisible for NFV-MANO. The shown subnets can belong to the same slice or different slices.

[bookmark: _Toc76454179]5.3.2	Detailed User Story
[bookmark: _Toc76454180]5.3.2.1	Summary
In this use case, a single service provider instantiates two network slice subnets that need to be isolated. The Network Services that are needed for the network slice subnets are instantiated via the same NFVO via the Os-Ma-nfvo reference point, see ETSI GS NFV-IFA 013 [i.13]. 
During the instantiation, the service provider needs to provide the NFVO with some information whether NS instances are part of the same or different network slice subnets.
While in the previous use case, different NMTs can use separate interfaces, in this use case it is the same service provider instantiating multiple slice subnets. Thus it needs to specify some information about required isolation on the Os-Ma-nfvo reference point.
In this use case it is assumed that NFV-MANO needs to provide isolation of the NSs created for the different network slice subnets (see note). This includes resource and traffic isolation. In difference to the previous use case, management isolation is not needed within NFV-MANO.
NOTE: Service providers that don’t require isolation between some network services can indicate that to NFV-MANO in the same way as if NS instances would be part of the same network slice subnet.
The VIM needs to be aware whether resources are allocated to the same or a different network slice subnet.
As specified in ETSI GS NFV-IFA 005 [i.5] and ETSI GS NFV-IFA 006 [i.6], the VIM uses resource groups to identify the necessary isolation.
[bookmark: _Toc76454181]5.3.2.2	Actor(s)
Table 5.3.2.2-1 describes the use case actors and roles.
Table 5.3.2.2-1: Use case #3, actors and roles
	#
	Actor
	Description

	1
	OSS
	OSS or other management system of the service provider.
The description of this use case doesn’t distinguish different components in the OSS/BSS layer. Therefore no network slice subnet management functionality is mentioned.

	3
	NFVO
	NFV Orchestrator for the NS instances involved.

	4
	VNFM
	VNF Manager for the VNFs involved

	5
	VIM
	VIM managing the NFVI hosting all resources involved

	6
	VNFs
	VNFs needed for the NS



[bookmark: _Toc76454182]5.3.2.3	Pre-Conditions
Table 5.3.2.3-1 describes the pre-conditions.
Table 5.3.2.3-1: Use case #3, pre-conditions
	#
	Pre-condition
	Description

	1
	NFV-MANO (VIM, NFVO and VNFM) is running.
	

	2
	The OSS has prepared the necessary NFV packages and templates (e.g. NSD, VNFD) for the onboarding
	



[bookmark: _Toc76454183]5.3.2.4	Description
Table 5.3.2.4-1 describes the flow for onboarding an NS to be used for the network slice subnet. There is no difference to the standard flow. The onboarding is not specific for a network slice subnet, but the onboarded NS can be instantiated multiple times for multiple network slice subnets.
Table 5.3.2.4-1: Base flow for onboarding an NS
	#
	Flow
	Description

	1
	OSS -> NFVO
	OSS requests NFVO to onboard the NS, providing the NSD.

	2
	NFVO
	NFVO executes the onboarding.

	3
	NFVO -> OSS
	NFVO acknowledges the onboarding

	4
	OSS -> NFVO
	OSS subscribes for notifications. See note.

	5
	OSS -> NFVO
	OSS requests NFVO to onboard the necessary VNFs, providing the VNF packages and VNFDs.

	6
	NFVO
	NFVO executes the onboarding.

	7
	NFVO -> OSS
	NFVO acknowledges the onboarding

	NOTE:	Subscription can also be done earlier.



Table 5.3.2.4-2 describes the flow for instantiating an NS for the network slice subnet. There is no difference to the standard flow. The description only highlights some aspects related to identify the subnet, which is mainly during steps 2, 7, 9 and 10.
Table 5.3.2.4-2: Base flow for instantiating an NS for NMT1
	#
	Flow
	Description

	1
	OSS -> NFVO
	OSS requests instantiation of the NS.

	2
	NFVO
	NFVO validates the requests.
NFVO checks that all necessary VNFs are onboarded.
NFVO checks resource availability for the VNF instantiation. See note 1.

	3
	NFVO -> OSS
	NFVO acknowledges the NS instantiation request.

	4
	OSS -> NFVO 
	OSS subscribes for the relevant notifications. See note 2.

	5
	NFVO
	NFVO validates the requests.

	6
	NFVO -> OSS
	NFVO acknowledges the subscriptions.

	7
	NFVO -> VNFM
	NFVO requests instantiation of the VNFs as required for the NS according to the deployment flavour indicating proper resource groups to indicate the necessary isolation of the network slice subnets. See note 1 and note 3.

	8
	VNFM
	VNFM validates the request. This includes package validation.

	9
	VNFM -> VIM
	VNFM requests the necessary resources for the VNFs indicating proper resource groups to indicate the necessary isolation of the network slice subnet. See note 4.

	10
	VIM
	VIM allocates the resources keeping track of the resource groups.

	11
	VIM -> VNFM
	VIM provides VNFM with the resources for the VNFs.

	12
	VNFM -> VNF
	VNFM finalizes the instantiation including configuration and VNF specific operations if needed.

	13
	VNFM -> NFVO
	VNFM acknowledges the VNF instantiation.

	14
	NFVO -> OSS
	NFVO acknowledges the NS instantiation.

	NOTE 1:	This step is simplified to avoid two flows for direct or indirect mode. Also allocation of other NS resources and the granting dialogue are not shown.
NOTE 2:	Subscription can also be done earlier.
NOTE 3:	This use case does not cover nested NSs which will be covered in separate use case.
NOTE 4:	VIM needs to distinguish the resource groups indicating the isolation requirements of the network slice subnets, so the NFVI is able to provide resource isolation, e.g. network isolation.



[bookmark: _Toc76454184]5.3.2.5	Post-Conditions
Table 5.3.2.5-1 describes the post-conditions.
Table 5.3.2.5-1: Use case #3, post-conditions
	#
	Post-condition
	Description

	1
	VNFs and NSs are correctly instantiated.
	

	2
	Resources are allocated as per information related to network slice subnets.
	

	3
	NFVI has all information to isolate resources between network slice subnets.
	This includes the necessary information for network isolation if required.




[bookmark: _Toc76454185]5.3.3	Variants
[bookmark: _Toc76454186]5.3.3.1	Variant: Network Slice Subnets use instances of the same NS
In the use case above, it is assumed that subnet 1 and subnet 2 are implemented using different network services. In a variant of this use case, two subnets can be implemented by instances of the same NS. In that case, the instances may also use instances of the same VNF.
Figure 5.3.3.1-1 illustrates the relation of the slice subnets, NS instances and their resources in this variant.
[image: ]
Figure 5.3.3.1-1: Network slice subnets implemented by the same NS
[bookmark: _Toc76454187]5.3.3.2	Variant: Multiple NS instances in the same network slice subnet
A slice subnet may contain multiple network services or network service instances. In figure 5.3.3.2-1 it is illustrated that both network slice subnet instances contain instances from two network services. Within a network slice subnet, no isolation needs to be provided. Thus the “red” virtual resources 1 and 3 don’t need isolation.
[image: ]
Figure 5.3.3.2-1: Network slice subnets with multiple NS instances


[bookmark: _Toc76454188]5.3.4	Analysis
The isolation needs in this use case are very similar as in use case #2. Resource groups can be used at the interface to VNFM and VIM in the same way as described in clause 5.2.4. In this use case, no management isolation is needed, but the same service provider will need to specify the isolation needs on the Os-Ma-nfvo reference point.
In the easiest way, NFVO would isolate every NS instance. In that case, no additional information needs to be shared between OSS and NFVO. In a more complex scenario, see the variant in clause 5.3.3.2, multiple Network Services or instances could share the same resource groups of VNFM and VIM if they are part of the same network slice subnet and don’t require isolation. In that case, additional information about necessary isolation needs to be provided on the Os-Ma-nfvo reference point (see ETSI GS NFV-IFA 013, [i.13]).

[bookmark: _Toc76454189]5.4	Use Case #4: Nested network services
[bookmark: _Toc76454190]5.4.1	Motivation
This use case shows nested network services as introduced with ETSI GR NFV-IFA 028 [i.15] and ETSI GS NFV-IFA 030 [i.16]. In Figure 5.4.1-1 NS 3 is a nested NS of NS 1, similarly, NS4 is a nested NS of NS 2. Both NS 1 and NS 3 thus belong to Service Provider 1, NS 2 and NS 4 thus belong to Service Provider 2. Isolation between NS 1 and NS 3 and their constituents is not needed, similarly for NS 2 and NS 4. They could even share resources. But NS 3 and NS 4 and their resources need to be isolated.

[image: ]
Figure 5.4.1-1: Nested Network Service
In this use case, all NFV-MANO FBs need to be aware which resources can be shared or need to be isolated. In particular this means:
· NS 1 and NS 3 and their constituents may share resources.
· NS 2 and NS 4 and their constituents may share resources.
· Resource isolation is needed between even and odd numbered NSs/VNFs/resources.
· NS 3 and NS 4 need isolation, both for management access and for resources.

In this use case the term NFV-MANO tenant (NMT) is not used. Here two different types of NMTs can be seen. The service providers consume the NFVO interfaces via the Os-Ma-nfvo reference point and thus are NFV-MANO tenants. Also NFVO1 and NFVO2 consume NFVO interfaces of NFVO3 (via the Or-Or reference point specified in ETSI GS NFV-IFA 030 [i.16]) and thus can be seen as NFV-MANO tenants. 
One of the goals of this use case is to illustrate that the NFVI resources of VNF1 and VNF3 (marked red in the diagram) are consumed by the same service provider and thus isolation may be not necessary between them. Similarly for the resources marked green and consume by Service Provider 2.

[bookmark: _Toc76454191]5.4.2	Detailed User Story
[bookmark: _Toc76454192]5.4.2.1	Summary
In this use case, the NSs are instantiated in the same way as in use case #2, clause 5.2.2. In addition, nested NSs are instantiated, via Or-Or reference point, see ETSI GS NFV-IFA 030 [i.16] and the flows in annex of ETSI GR NFV-IFA 028 [i.15].
In this use case it is again assumed that NFV-MANO needs to provide isolation of the NSs created by different Service Providers. This includes resource and traffic isolation similar to anti-affinity, and also management isolation, so a Service Provider can only manage NSs (including nested NSs) and resources under its responsibility.
The VIM needs to be aware whether resources are allocated to the same or a different user/consumer.
As specified in ETSI GS NFV-IFA 005 [i.5] and ETSI GS NFV-IFA 006 [i.6], the VIM uses resource groups to identify the necessary isolation.
As specified in some information elements in ETSI GS NFV-IFA 007 [i.7], the resource groups are also used on the Or-Vnfm reference point for tenant information.

5.4.2.2	Actor(s)
Table 5.4.2.2-1 describes the use case actors and roles. It is assumed that service provider 1 and service provider 2 have no business relationship and their network services need to be isolated.
Table 5.4.2.2-1: Use case #4, actors and roles
	#
	Actor
	Description

	1
	SP1
	OSS or other management system of service provider 1. SP1 requires isolation from SP2.

	2
	SP2
	OSS or other management system of service provider 2. SP2 requires isolation from SP1.

	3
	NFVO1
	NFV Orchestrator used by SP1

	4
	NFVO2
	NFV Orchestrator used by SP2

	5
	NFVO3
	NFV Orchestrator responsible for the nested NSs used by NFVO1 and NFVO2

	6
	VNFM1
	VNF Manager used by SP1

	7
	VNFM2
	VNF Manager used by SP2

	8
	VNFM3
	VNF Manager used in the domain of NFVO3. See Note.

	9
	VIM
	VIM managing the NFVI hosting all resources involved

	10
	VNFs
	VNFs needed for the NS

	Note:	There could be multiple VNFMs.



5.4.2.3	Pre-Conditions
Table 5.4.2.3-1 describes the pre-conditions.
Table 5.2.2.3-1: Use case #4, pre-conditions
	#
	Pre-condition
	Description

	1
	NFV-MANO (VIM, NFVO and VNFM) is running.
	

	2
	Service Providers have established the necessary business relationship with the provider(s) of the NFV environment allowing them to deploy their services.
	This includes that NFV-MANO is aware of the necessary isolation of NSs and their constituents.

	3
	Service Providers have prepared the necessary NFV packages and templates (e.g. NSD, VNFD) for the onboarding
	



5.4.2.4	Description
Table 5.4.2.4-1 describes the flow for onboarding an NS for NMT1. There is no difference to the standard flow. The description only highlights some aspects related to tenants, which is mainly during steps 2 and 6, and similarly during step 8.
Table 5.4.2.4-1: Base flow for onboarding an NS for SP1
	#
	Flow
	Description

	1
	SP1 -> NFVO1
	SP1 requests NFVO1 to onboard the NS, providing the NSD.

	2
	NFVO1
	NFVO1 executes the onboarding and registers SP1 for this NS, see note 1 and note 2.

	3
	NFVO1 -> SP1
	NFVO1 acknowledges the onboarding

	4
	SP1 -> NFVO1
	SP1 subscribes for notifications. See note 5.

	5
	SP1 -> NFVO1
	SP1 requests NFVO1 to onboard the necessary VNFs, providing the VNF packages VNFDs.

	6
	NFVO1
	NFVO1 executes the onboarding and registers SP1 for the VNF packages. See note1 and note 3.

	7
	NFVO1 -> SP1
	NFVO1 acknowledges the onboarding

	8
	SP1 -> NFVO3
	SP1 executes the same steps 1-7 for onboarding the nested NSs and the related VNFs. See note 5.

	NOTE 1:	NFVO needs to register the Service Provider(s) to protect a package, an NS or VNF, against operations from a different user (i.e. management isolation). Different levels of permission (e.g. use versus making changes such as scale, update, delete) may be necessary.
NOTE 2:	NSs could be shared between Service Providers, but this is not covered in this use case. See use case #9 in clause 5.9. In case of multiple Service Providers for an NS, different levels of permission (e.g. use, scale, update, delete) may be necessary.
NOTE 3:	VNFs could be shared between NSs of different Service Provides but this is not covered in this use case. See separate use case in clause 5.9. In case of multiple Service Providers for a VNF, different levels of permission (e.g. use, scale, update, delete) may be necessary.
NOTE 4:	Subscription can also be done earlier.
NOTE 5:	There is no onboarding via Or-Or reference point. Therefore SP1 needs to interact directly with NFVO3. See also ETSI GR NFV-IFA 028 [i.15], annex A.



Table 5.4.2.4-2 describes the flow for instantiating an NS for SP1. There is no difference to the standard flow. The description only highlights some aspects related to tenants, which is mainly during steps 2, 5, 9, 10, 11, 15, 18, 22 and 23. The steps for instantiating the nested NS via the Or-Or reference point are similar to the steps for instantiating the nesting NS via OS-Ma-nfvo, see ETSI GS NFV-IFA 030 [i.16] and ETSI GR NFV-IFA 028 [i.15].
Table 5.4.2.4-2: Base flow for instantiating an NS for SP1
	#
	Flow
	Description

	1
	SP1 -> NFVO1
	SP1 requests instantiation of the NS.

	2
	NFVO1
	NFVO1 validates the requests. This includes that NFVO1 checks whether SP1 is allowed to instantiate the NS.
NFVO1 checks that all necessary VNFs are onboarded and are allowed to be instantiated by SP1.
NFVO1 checks resource availability for the VNF instantiation. See note 1 and note 2.

	3
	NFVO1 -> SP1
	NFVO1 acknowledges the NS instantiation request.

	4
	SP1 -> NFVO1 
	SP1 subscribes for the relevant notifications. See note 3.

	5
	NFVO1
	NFVO1 validates the requests. This includes that NFVO1 checks whether SP1 is allowed to subscribe to these notifications.

	6
	NFVO1 -> SP1
	NFVO1 acknowledges the subscriptions.

	7
	NFVO1 -> VNFM1
	NFVO1 requests instantiation of the VNFs as required for the NS according to the deployment flavour indicating proper resource groups needed by SP1. See note 1, note 4 and note 6.

	8
	VNFM1
	VNFM1 validates the request. This includes package validation.

	9
	VNFM1 -> VIM
	VNFM1 requests the necessary resources for the VNFs indicating proper resource groups needed by SP1. See note 5.

	10
	VIM
	VIM allocates the resources keeping track of the resource groups.

	11
	VIM -> VNFM1
	VIM provides VNFM1 with the resources for the VNFs for the NS.

	12
	VNFM1 -> VNF
	VNFM1 finalizes the instantiation including configuration and VNF specific operations if needed.

	13
	VNFM1 -> NFVO1
	VNFM1 acknowledges the VNF instantiation.

	14
	NFVO1 -> NFVO3
	NFVO1 requests instantiation of the nested NS (refer to NS3 in figure 5.4.1-1). See note 6.

	15
	NFVO3
	NFVO3 validates the requests. This includes that NFVO3 checks whether SP1 is allowed to instantiate the NS. Therefore NFVO3 needs to be be aware about the SP who requested the instantiation at NFVO1. Necessary information needs to be provided via the Or-Or reference point.
NFVO3 checks that all necessary VNFs are onboarded and are allowed to be instantiated by SP1.
NFVO3 checks resource availability for the VNF instantiation. See note 1 and note 2.

	16
	NFVO3 -> NFVO1
	NFVO3 acknowledges the NS instantiation request.

	17
	NFVO1 -> NFVO3 
	NFVO1 subscribes for the relevant notifications. See note 3.

	18
	NFVO3
	NFVO3 validates the requests. This includes that NFVO3 checks whether NFVO1 is allowed to subscribe to these notifications.

	19
	NFVO3 -> NFVO1
	NFVO3 acknowledges the subscriptions.

	20
	NFVO3 -> VNFM3
	NFVO requests instantiation of the VNFs as required for the NS according to the deployment flavour indicating proper resource groups needed by SP1. See note 1, note 4 and note 6.

	21
	VNFM3
	VNFM3 validates the request. This includes package validation.

	22
	VNFM3 -> VIM
	VNFM3 requests the necessary resources for the VNFs indicating proper resource groups needed by SP1. See note 5.

	23
	VIM
	VIM allocates the resources keeping track of the resource groups.

	24
	VIM -> VNFM3
	VIM provides VNFM3 with the resources for the VNFs for the nested NS.

	25
	VNFM3 -> VNF
	VNFM3 finalizes the instantiation including configuration and VNF specific operations if needed.

	26
	VNFM3 -> NFVO3
	VNFM3 acknowledges the VNF instantiation.

	27
	NFVO3 -> NFVO1
	NFVO3 acknowledges the instantiation of the nested NS.

	28
	NFVO1
	When all VNFs and nested NSs are instantiated, NFVO1 completes the instantiation.

	28
	NFVO1 -> SP1
	NFVO1 acknowledges the NS instantiation.

	NOTE 1:	This step is simplified to avoid two flows for direct or indirect mode. Also allocation of other NS resources and the granting dialogue are not shown.
NOTE 2:	Resource availability may include availability within resource limits for SP1.
NOTE 3:	Subscription can also be done earlier.
NOTE 4:	This use case does not cover nested NSs which will be covered in separate use case.
NOTE 5:	VIM needs to distinguish SP1 and SP2, so the NFVI is able to provide resource isolation, e.g. network isolation.
NOTE 6:	The order of instantiation depends on the dependency attributes in the NS. Thus if a VNF of the nesting NS is dependent on the nested NS, step 14-27 need to be executed first. If there are no dependencies, steps 7-13 and 14-27 can be executed in parallel.



Onboarding and instantiation for SP2 are similar.
5.4.2.5	Post-Conditions
Table 5.4.2.5-1 describes the post-conditions.
Table 5.4.2.5-1: Use case #4, post-conditions
	#
	Post-condition
	Description

	1
	VNFs and NSs are correctly instantiated.
	

	2
	Resources are allocated as per Service Provider information.
	

	3
	NFV-MANO FBs have all information to provide management isolation.
	This includes subscription to notifications. 

	4
	NFVI has all information to isolate resources between Service Providers.
	This includes the necessary information for network isolation if required.




[bookmark: _Toc76454193]5.4.3	Variants
The following figure 5.4.3-1 shows in addition to figure 5.5.1-1 a network service NS5 instantiated in NFVO3 side by side to the nested NS3.

[image: ]
Figure 5.4.3-1: Nested Network Service and other NS by same tenant
In this variant, the resources of NS3 and NS5, both orchestrated from NFVO3, don’t require isolation. NFVO3 can know this only, if the tenancy information coming over Or-Or reference point from NFVO1 and the tenancy information coming directly from Service Provider 1 can be matched.


[bookmark: _Toc76454194]5.4.4	Analysis
As shown in the flow in clause 5.4.2.4 and similar to use case #1 and #2, the information about required isolation needs to be provided on several reference points:
· To the VIM via Vi-Vnfm and Or-Vi reference points,
· to the VNFM via the Or-Vnfm reference point and
· to the NFVO of nested NSs via the Or-Or reference point.
NOTE:	There is a difference between direct and indirect mode of resource allocation by the VNFM. In indirect mode, i.e. when the VNFM allocates resources via the NFVO, a different mechanism could be used. 
The variant in clause 5.4.3 shows that it might be useful to provide an identification of the tenant (that is of the service provider or consumer) on the Or-Or and Os-Ma-nfvo reference points. Otherwise it will be difficult for NFVO3 (see figure 5.4.3-1) to know that NS3 and NS5 and their resources don’t need isolation. On the other reference points, it is sufficient to provide information about groups of resources, within which sharing is possible, whereas the groups themselves are to be isolated against each other. 
It is recommended to analyze how to provide the tenancy information on the Or-Or and Os-Ma-nfvo reference points, see key issue #2 in clause 6.2. It may be useful to introduce a tenancy management functionality, to be able to use identifiers for the consumers / service provider / tenants. The concept of providing the tenancy information to NFVO needs to consider also that packages, NSs and VNFs can be shared between multiple Service Providers, which is elaborated in use case #9, see clause 5.9. Also this concept needs to cover different levels of permission to access, use or change packages, NSs and VNFs.
It is recommended to revisit ETSI GS NFV-IFA 030 [i.16] to add necessary requirements, attributes and parameters where necessary on the Or-Or reference point.
Editor’s note: The recommendations later need to be moved to clause 7 and combined with recommendations from other use cases. 

[bookmark: _Toc76454195][bookmark: _Toc26543825]5.5	Use Case #5: Tenants of a service provider
[bookmark: _Toc76454196]5.5.1	Motivation
3GPP TR 28.804 [i.23] analyses environments where a service provider offers 3GPP management services to multiple tenants. For this use case, there are two different options forseen, which are illustrated in figures 5.5.1-1 and 5.5.1-2.
In option 1, the tenants are represented by a single management service consumer instance. Related management data isolation is currently not required by 3GPP. Only fault and performace data need to be identified per tenant.
[image: ]
Figure 5.5.1-1: Option 1: Multiple tenants represented by single management service consumer, while consuming the same management service
In this option, the NFVO is not aware of the different tenants. Isolation between the NSs of the different tenants is not provided. Fault and performance data identification can be done outside the NFV system.

In option 2, each tenant is represented by a dedicated management service consumer. The related management data isolation is partially provided (e.g. by dedicated management service consumer).

[image: ]
Figure 5.5.1-2: Option 2: Each tenant represented by dedicated management service consumer, while consuming the same management service
In this option, each management service consumer can act as a separate NFV-MANO tenant and isolation can be provided as illustrated in the other use cases.
Note: In this option, the management service consumers could be instances of the same NFV-MANO provider.
Accoording to 3GPP TR 28.804 [i.23], combinations of these options will be possible.
[bookmark: _Toc26543820][bookmark: _Toc76454197]5.5.2	Detailed User Story
In this use case, the flows are identical to use case #2, see clause 5.2. The only difference is that in option 1, the three tenants use the same management service consumer to interact with NFVO and to manage their network services, VNFs and resources.

[bookmark: _Toc26543817][bookmark: _Toc76454198]5.5.3	Analysis
Main aspects of this use case are covered in use case #2, see clause 5.2.
As in use case #2, for the resource isoloation it is not necessary to use direct information about tenancy; it is sufficient to provide information about groups of resources, within which sharing is possible, whereas the groups itself are to be isolated against each other. 
As in use case #2, the resource group concepts as described in ETSI GS NFV-IFA 005 [i.5], ETSI GS NFV-IFA 006 [i.6] and ETSI GS NFV-IFA 007 [i.7] need to be improved. Further details on necessary extensions of the concepts of resource groups are analysed in key issue #1, see clause 6.1.
Also as in use case #2, requirements for management isolation need to be defined, which will protect NSs, VNFs and resources assigned for a tenant against management from a different tenant. In option 1 the management service consumer is acting for multiple tenants. The necessary management isolation therefore could be provide by the management service consumer, or the management consumer could interact with NFVO using different tenancy information.

[bookmark: _Toc76454199]5.6	Use Case #6: Two users with own MANO stack managed by provider MANO 
[bookmark: _Toc76454200]5.6.1	Motivation
This use case describes the scenario where the two users are provided own NFV-MANO stacks, referred to as tenant MANO (tMANO) stack, whereas the management autonomy is managed and monitored by the provider MANO (pMANO) system. In this use case it is assumed that the pMANO system is also owned by the owner of the NFVI-POP. The main motivation is not only to decentralize the NFV MANO system but also provide each NMT with the autonomy to manage their own services and resources. The level of management autonomy granted to the tMANO stack will be determined and managed by the pMANO system. The scope of management autonomy can also be negotiated between the tMANO and the pMANO. The pMANO will also monitor the operations of the tMANO stack(s) to ensure compliance with the agreed management autonomy. For operations that are outside the management scope of the tMANO system will be executed by the pMANO system. Figure 5.6.1-1 shows two tMANO systems that are being used by two NMTs. However, both these tMANO systems and the NFVI resources are under the full adminsitrative control of the provider MANO. The functional and operational scope of the respective tMANO systems is determined by the pMANO system, which will give the NMTs the autonomy to manage their own domains within the prescribed scope. 
Editor’s note: The notion of the term user needs to be clarified. 

[image: ]
Figure 5.6.1-1: Tenant MANO systems managed by the provider MANO system
[bookmark: _Toc39853150][bookmark: _Toc76454201]5.7	Use Case #7: Provide Isolation on different levels
[bookmark: _Toc39853143][bookmark: _Toc76454202]5.7.1	Motivation
This use case illustrates how resource isolation can be done on various levels in an NFV architecture. Figure 5.7.1-1 shows two NSs with resources that can be isolated in different ways. Some of the virtualized resources share physical resources, or physical resources may share zones in the same NFVI-PoP or be located in different NFVI-PoPs.

[image: ]
Figure 5.7.1-1: Resource isolation on different levels
The figure shows isolation of virtual resource in different levels.
A. Virtual resources can share the same physical resource, as is shown on Physical Resource 3, 7 and 10. These physical resources are hosting components of NS1 and NS2. Thus the isolation need to be guaranteed by the virtualization layer, i.e. the hypervisor. 
B. In case of virtual resources 1, 5, 6 and 11, virtual resources of NS1 (red) don’t share the physical resources with resources of NS2 (green). Here the isolation is already guaranteed by separated hardware. However, physical servers may still share some network equipment. 
C. The hardware in NFVI-PoPs may be organized in multiple zones. The entities within a zone may share physical environment, air-conditioning, power or networking (e.g. switches). 
D. In case of geo-redundancy, resources may be deployed in different NFVI-PoPs. In the same way an additional isolation over NFVI-PoPs may be used.

Usually isolation is required to make sure that resources of one NS cannot affect another NS. In case A above, the virtualization layer provides the isolation by software means. The virtualized resources in this case may share CPUs or cores and thus the compute power needs to be divided between the tenants. Similarly the physical network bandwidth needs to be shared. Thus high usage by one virtualized resource may affect another tenant, if the virtualization layer doesn’t manage limitations for a tenant. Also faults within one virtualized resource will not affect another tenant, if the virtualization layer provides good enough isolation.

As shown in case B above, isolation can be provided at physical level, thus being independent of the isolation capabilities of the virtualization layer.
EXAMPLE: 	While VNF instances within the same NS instance don’t require strong isolation (however they may require anti-affinity for redundancy and reliability reasons), the resources provided to different service providers may require isolation on physical level.

Except for the use of geo-redundancy for reasons of disaster recovery, the high levels of isolation shown in case C and D will typically be required by service providers for business reasons, not for technical reasons.

[bookmark: _Toc39853144][bookmark: _Toc76454203]5.7.2	Detailed User Story
[bookmark: _Toc76454204]5.7.2.1	Summary
In this use case, like in use case #2, clause 5.2, both NMTs instantiate their NSs with the same NFVO via the Os-Ma-nfvo reference point, see ETSI GS NFV-IFA 013 [i.13]. The use case illustrates how the different levels of isolation are related to the existing mechanism of affinity/anti-affinity rules.
ETSI GS NFV-IFA 010 [i.10] specifies requirements on NFVO (Nfvo.VnfRmpbNfvo.005 in clause 6.1.2) and VNFM (Vnfm.VnfRmpbVnfm.005 in clause 7.1.3) to “request to the VIM affinity and anti-affinity policies for the VNF's virtualised resources”. These policies are defined using AffinityOrAntiAffinityGroup information elements (see e.g. ETSI GS NFV-IFA 014 [i.14], clause 6.3.5), which can be referenced from the NsDf, VnfProfile, VirtualLinkProfile or NsProfile. Thus the user can specify the levels of isolation by defining anti-affinity for these elements.
Every AffinityOrAntiAffinityGroup has an identification and defines whether members of the group will have affinity or anti-affinity to all other members of that group and on which level. 
ETSI GS NFV-IFA 005 [i.5] and ETSI GS NFV-IFA 006 [i.6] allow to dynamically create a Virtualised Compute Resource Affinity Or AntiAffinity Constraints Group.
The anti-affinity groups therefore provide a mechanism to tell the VIM necessary isolation needs. 
This use case is described in two parts: Clause 5.7.2.2 discusses the current concepts and how to define anti-affinity groups to specify the isolation needs. In clause 5.7.2.3, a flow is provided similar to use case #2 in clause 5.2.2.4, that focusses on the information flow related to the levels of isolation.

[bookmark: _Toc76454205]5.7.2.2	Usage of anti-affinity groups for isolation
Editor’s note: This clause describes the existing concepts and discusses some examples for the anti-affinity groups needed to describe isolation needs.
The main goal of introducing affinity and anti-affinity rules is coming from traffic optimization and reliability scenarios. VNF designers want to place VNFCs closely together if the traffic path always connects the same instances and thus use affinity rules. Anti-affinity rules are particularly important to achieve redundancy for fault tolerance. Therefore affinity and anti-affinity rules can be defined for the constituents of VNFs as described in ETSI GS NFV-IFA 011 [i.11].
In the same way, affinity and anti-affinity rules can be defined for the constituents of NSs and NS instances by the service provider when designing the network services, see ETSI GS NFV-IFA 014 [i.14].
In the case of multi-tenancy, anti-affinity needs to be defined between the resources used by the different tenants. However, at design time, the members of an anti-affinity group are not known. E.g. if VNF1 of service provider 1 needs to be isolated against VNF2 of service provider 2, an anti-affinity group is needed with VNF1 and VNF2 as members. This anti-affinity group cannot be part of the network service definition, since the service providers don’t know of each other.
Example:
Figure 5.7.2.2-1 illustrates two NMTs with 2 NSs each, every NS has 2 VNFs.
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Figure 5.7.2.2-1: Example for the definition of anti-affinity groups
In this example it is not possible to just define an anti-affinity group for all VNFs, because this would also force anti-affinity between the VNFs 11-22 of NMT1. To allow affinity of the VNFs inside an NS and at the same time anti-affinity of the VNFs to other NSs (in the figure above, affinity between red VNFs and anti-affinity beween red and green), the localAffinityOrAntiAffinityRule can be used. This rule is part of the VNF profile as defined in clause 6.3.3 of ETSI GS NFV-IFA 014 [i.14], thus it can only be used if the VNFs in the example are based on the same VnfProfile.
NOTE:	Both, affinityOrAntiAffinityGroup and localAffinityOrAntiAffinityRule are able to define the level of affinity, e.g. NFVI Pop, zone, zone-group or NFVI node.
NOTE 2:	localAffinityOrAntiAffinityRule and affinityOrAntiAffinityGroupId are also available on VDU level (see clause 7.1.8.3 of ETSI GS NFV-IFA 011 [i.11]), but these cannot be used for multi-tenancy. Nevertheless, ETSI GS NFV-IFA 011 [i.11] in its annex B.2 has very useful examples showing the interworking of localAffinityOrAntiAffinityRule and affinityOrAntiAffinityGroupId.
For the definition of affinity or anti-affinity between NSs, nested NSs can be used (see clause 6.3.2 of ETSI GS NFV-IFA 014 [i.14]). The figure 5.7.2.2-1 illustrates the nested NSs defining the affinity and anti-affinity for this.
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[bookmark: _GoBack]Figure 5.7.2.2-2: Example for the definition of affinity and anti-affinity groups for NSs
The affinity groups for NS 1 and NS 2 can be defined in the composite NS-A, while for NS 3 and NS 4 another NS-B can be used. For the anti-affinity between red and green NSs an additional anti-affinity group containing red and green NSs would be needed (illustrated by the blue box, and defined in another composite NS). The interworking of the overlapping affinity/anti-affinity groups needs to be defined, that is how conflicts between such definitions in different composite NSs can be resolved or rules are prioritized. Also here NS-A by NMT1 and NS-B by NMT2 need to use the same affinityOrAntiAffinityGroupId to specify the anti-affinity. Key issue #2 (clause 6.2) discusses the use of a tenant identification or use of anti-affinity groups as solutions to specify the isolation between NSs of different NMTs.
NOTE 3:	For the nested NSs see also use case #4 in clause 5.4.


Summarizing, affinity/anti-affinity groups provide a means to define the isolation, but lead to complex definitions using composite NSs also in common situations. Therefore in key issue #2, other solutions are discussed.
Editor’s note: The discussion of tenant identification and anti-affinity groups in key issue #2 as solution to specify the isolation between NSs of different NMTs is still TBD.

[bookmark: _Toc76454206]5.7.2.3	Example flow instantiating network services with isolation
[bookmark: _Toc76454207]5.7.2.3.1	Actors
Table 5.7.2.2-1 describes the use case actors and roles. It is assumed that NMT1 and NMT2 have no business relationship and their network services need to be isolated. In addition, levels of isolation are specified in the affinity/anti-affinity groups.
Table 5.7.2.2-1: Use case #7, actors and roles
	#
	Actor
	Description

	1
	NMT1
	OSS or other management system of service provider 1. NMT1 requires isolation from NMT2.

	2
	NMT2
	OSS or other management system of service provider 2. NMT2 requires isolation from NMT1.

	3
	NFVO
	NFV Orchestrator for the NS instances involved.

	4
	VNFM
	VNF Manager for the VNFs involved

	5
	VIM
	VIM managing the NFVI hosting all resources involved

	6
	VNFs
	VNFs needed for the NS



[bookmark: _Toc76454208]5.7.2.3.2	Pre-Conditions
Table 5.2.2.3-1 describes the pre-conditions.
Table 5.2.2.3-1: Use case #7, pre-conditions
	#
	Pre-condition
	Description

	1
	NFV-MANO (VIM, NFVO and VNFM) is running.
	

	2
	NMT1 and NMT2 have established the necessary business relationship with the provider(s) of the NFV environment allowing them to deploy their services.
	This includes that NFV-MANO is aware of the necessary isolation of NSs and their constituents.

	3
	NMT1 and NMT2 have prepared the necessary NFV packages and templates (e.g. NSD, VNFD) for the onboarding
	

	4
	NS1 of NMT1 and NS2 of NMT2 reference anti-affinity groups in the NSDs and VNFDs as needed
	The anti-affinity groups need to express the isolation needs including levels between the NSs, VNFs and VNFCs




[bookmark: _Toc76454209]5.7.2.3.3	Description
Table 5.7.2.3.3-1 describes the flow for onboarding an NS for NMT1. There is no difference to the standard flow and to the use case #2. The description only highlights some aspects related to tenants and anti-affinity groups, which is mainly during steps 2 and 6.
Table 5.7.2.3.3-1: Use case #7, Base flow for onboarding
	#
	Flow
	Description

	1
	NMT1 -> NFVO
	NMT1 requests NFVO to onboard the NS, providing the NSD.

	2
	NFVO
	NFVO executes the onboarding and registers NMT1 for this NS, see note 1, note 2 and note 5.

	3
	NFVO -> NMT1
	NFVO acknowledges the onboarding

	4
	NMT1 -> NFVO
	NMT1 subscribes for notifications. See note 4.

	5
	NMT1 -> NFVO
	NMT1 requests NFVO to onboard the necessary VNFs, providing the VNF packages VNFDs.

	6
	NFVO
	NFVO executes the onboarding and registers NMT1 for this VNF package. See note1 and note 3.

	7
	NFVO -> NMT1
	NFVO acknowledges the onboarding

	NOTE 1:	NFVO needs to register the NMT(s) to protect a package, an NS or VNF, against operations from a different user (i.e. management isolation). Different levels of permission (e.g. use versus making changes such as scale, update, delete) may be necessary.
NOTE 2:	NSs could be shared between NMTs, but this is not covered in this use case. See use case #9 in clause 5.9. In case of multiple NMTs for an NS, different levels of permission (e.g. use, scale, update, delete) may be necessary.
NOTE 3:	VNFs could be shared between NSs of different NMTs, but this is not covered in this use case. See separate use case in clause 5.9. In case of multiple NMTs for a VNF, different levels of permission (e.g. use, scale, update, delete) may be necessary.
NOTE 4:	Subscription can also be done earlier.
NOTE 5:	The NSD and VNFD need to specify the anti-affinity groups, which also specify the levels of isolation that is needed.




Table 5.7.2.3.3-2 describes the flow for instantiating an NS for NMT1. There is no difference to the standard flow and to the use case #2. The description only highlights some aspects related to tenants and anti-affinity groups, which is mainly during steps 2, 7, 9 and 10.
Table 5.7.2.3.3-2: Use case #7, Base flow for instantiating
	#
	Flow
	Description

	1
	NMT1 -> NFVO
	NMT1 requests instantiation of the NS.

	2
	NFVO
	NFVO validates the requests. This includes that NFVO checks whether NMT1 is allowed to instantiate the NS.
NFVO checks that all necessary VNFs are onboarded and are allowed to be instantiated by NMT1.
NFVO checks resource availability for the VNF instantiation. See note 1, note 2 and note 6.

	3
	NFVO -> NMT1
	NFVO acknowledges the NS instantiation request.

	4
	NMT1 -> NFVO 
	NMT1 subscribes for the relevant notifications. See note 3.

	5
	NFVO
	NFVO validates the requests. This includes that NFVO checks whether NMT1 is allowed to subscribe to these notifications.

	6
	NFVO -> NMT1
	NFVO acknowledges the subscriptions.

	7
	NFVO -> VNFM
	NFVO requests instantiation of the VNFs as required for the NS according to the deployment flavour indicating proper resource groups needed by NMT1. See note 1 and note 4.

	8
	VNFM
	VNFM validates the request. This includes package validation.

	9
	VNFM -> VIM
	VNFM requests the necessary resources for the VNFs indicating proper resource groups needed by NMT1. See note 5 and note 6.

	10
	VIM
	VIM allocates the resources keeping track of the resource groups.

	11
	VIM -> VNFM
	VIM provides VNFM with the resources for the VNFs for NMT1.

	12
	VNFM -> VNF
	VNFM finalizes the instantiation including configuration and VNF specific operations if needed.

	13
	VNFM -> NFVO
	VNFM acknowledges the VNF instantiation.

	14
	NFVO -> NMT1
	NFVO acknowledges the NS instantiation.

	NOTE 1:	This step is simplified to avoid two flows for direct or indirect mode. Also allocation of other NS resources and the granting dialogue are not shown.
NOTE 2:	Resource availability may include availability within resource limits for NMT1.
NOTE 3:	Subscription can also be done earlier.
NOTE 4:	This use case does not cover nested NSs which will be covered in separate use case.
NOTE 5:	VIM needs to distinguish NMT1 and NMT2, so the NFVI is able to provide resource isolation, e.g. network isolation.
NOTE 6:	Resource availability includes availability considering the anti-affinity groups as specified in the NSD and VNFD. The required levels of isolation are declared in the anti-affinity groups.



Onboarding and instantiation for NMT2 are similar.

[bookmark: _Toc76454210]5.7.2.3.4	Post-Conditions
Table 5.7.2.3.4-1 describes the post-conditions.
Table 5.2.2.5-1: Use case #7, post-conditions
	#
	Post-condition
	Description

	1
	VNFs and NSs are correctly instantiated.
	

	2
	Resources are allocated as per NMT information.
	

	3
	NFV-MANO FBs have all NMT information to provide management isolation.
	This includes subscription to notifications. 

	4
	NFVI has all information to isolate resources between NMTs.
	This includes the levels of isolation and the necessary information for network isolation if required.





[bookmark: _Toc39853145][bookmark: _Toc76454211]5.7.3	Variants
Editor’s Note: To be provided.
In the above use case, the NFV environment is setup in the same way as in use case #2, clause 5.2, where both NMTs instantiate their NSs with the same NFVO. That means, both NMTs use the same NFV-MANO stack. In this case, NFVO and VNFM have visibility of the used anti-affinity groups and can make sure that when resource groups of the VIM are created (see step 9 of the flow in Table 5.7.2.3.3-2 above).
This situation changes if the NMTs use different NFV-MANO entities, e.g. as it is done in use case #1, clause 5.1.
As shown in figure 5.1.1-1, in this variant both NMTs deploy NSs and VNFs in the same NFVI-PoP. Anti-affinity would need to be specified by using anti-affinity groups on the interface between VNFM1 and VIM in the same way as between VNFM2 and VIM. Both VNF Managers would need to use the same resource group ids if an anti-affinity needs to be specified. 
Thus this variant leads to the issue that the same anti-affinity groups need to be used by multiple VNFMs or NFVOs, serving different NMTs. The use of the same resource group ids for different VNFMs would create a security issue, in case the VNFM managed resources are intended to be assigned to different tenants.

[bookmark: _Toc39853146][bookmark: _Toc76454212]5.7.4	Analysis
It is illustrated that anti-affinity groups can specify isolation needs, and can be used together with local affinity rules to define where no isolation is needed or it is even preferred to run together. Also anti-affinity groups are well suited to specify the different levels of isolation.
However, the use of anti-affinity groups for specifying isolation needs between different NMTs, has some drawbacks. The group ids of the anti-affinity groups need to be shared if different VNFMs are used. Also with higher numbers of NMTs it can be very complex.
The key issue #1 in clause 6.1 discusses issues of the group ids; key issue #2 in clause 6.2 compares the use of anti-affinity for isolation with other solutions.


[bookmark: _Toc76454213]5.8	Use Case #8: Isolation of containerized VNF instances
Editor’s Note: Here two tenants (level to be defined) use instances of the may be the same VNF, while that VNF is implemented using container technology as discussed in IFA029. While isolation is provided on NFVI level, it needs to be discussed how tenancy information is transferred to the NFVI.
[bookmark: _Toc76454214]5.8.1	Motivation

OS Containers introduce other levels of isolation that need to be considered. Multiple workloads from different VNFs or NSs can join not only the same hardware but even the same Operating System kernel.
Figure 5.8.1-1 illustrates the additional isolation needs of containerized workloads:

[image: ]
Figure 5.8.1-1: Isolation of containerized workloads on different levels
In addition to the levels A-D described in use case #7 (clause 5.7) containerized workloads can share the same virtual machine and in that case their isolation depends on the capabilities of the container technology only.

Container management technologies provide mainly two mechanisms to manage the different isolation needs of the containerized workloads:

· Namespaces are used to provide isolation support of the Operating System and container infrastructure service (CIS), as described in ETSI GS NFV-IFA 040 [i.19]. As described in ETSI GS NFV-IFA 040 [i.19], containerized workloads are modelled via MCIOs and MCIOPs. As described in ETSI GS NFV-IFA 011 [i.11], the MCIOP profile can specify affinity or anti-affinity on the level of MCIOPs, indicating whether or not containerized workloads deployed based on the MCIOPs can share the same namespace.

NOTE:	The Container Infrastructure Service Management (CISM) manages containerized workloads across multiple VMs or physical servers and therefore needs to manage affinity/anti-affinity on the level of nodes (CIS instances) and namespaces. 
· Clusters can be used to provide isolation between groups of resources and thus can provide stronger isolation. Containerized workloads in a cluster may share resources, while different clusters mean different resources. The management for CIS clusters is further described in ETSI GS NFV-IFA 036 [i.18].

Thus for the case of containerized workloads, additional levels of isolation are possible:
A. Containerized workloads that may share resources freely are deployed in the same namespace.
B. Containerized workloads with weak isolation requirements can use Operating System level protection and are deployed in different namespaces in the same CIS cluster. 
NOTE:	See examples in figure 5.8.1-1, containers 19&20 or 21&22. For the case of containers on bare metal, see containers 23&24. Operating System level isolation is not shown in figure 5.8.1-1. See figure 5.8.1-2 for the illustration of clusters and namespaces.
C. Containerized workloads with strong isolation requirements are deployed in different CIS clusters and the levels of isolation as in use case #7 can be used to isolate between the clusters.

The figure 5.8.1-2, copied from ETSI GS NFV-IFA 036 [i.18], illustrates the usage of namespaces and clusters for the deployment of containerized VNFs. 
· In the cases where VNF instances share the same namespace (e.g. namespace 3), there is no isolation.
· In the cases where VNF instances are deployed in different namespaces, but the same cluster (e.g. namespace 1 and 2 are in CIS cluster 1, namespace 4 and 5 are in cluster 3), the isolation needs to be provided by the operating system and the container runtime environment (i.e. by the CIS). Additional isolation and security may be achieved as described in ETSI GS NFV-SEC 023 [i.21].
· In the cases where VNF instances are deployed in different clusters, isolation is achieved by different resource usage, in the same way as in the use cases #1, #2, #4, etc.

NOTE:	The CISM instances manage workloads in a CIS cluster and the namespaces, see ETSI GS NFV-IFA0 40 [i.19]. Containerized workloads may be deployed in VMs or physical servers, see ETSI GS NFV-IFA 036 [i.18].


[image: ]
Figure 5.8.1-2 (copy from ETSI GS NFV-IFA 036 [i.18], figure 4.4.1-1: Deployment example with VNFs, CIS clusters and namespaces

[bookmark: _Toc76454215]5.8.2	Detailed User Story
Editor’s Note: To be provided.
[bookmark: _Toc76454216]5.8.3	Variants
Editor’s Note: To be provided.
[bookmark: _Toc76454217]5.8.4	Analysis
Editor’s Note: To be provided.

[bookmark: _Toc76454218]5.9	Use Case #9: Multiple NMTs use the same entity
[bookmark: _Toc76454219]5.9.1	Motivation
This use case shows multiple NMTs use the same entity. This can be on several levels:
· NMTs use the same NS instance
· NMTs instantiate separate NS instances from the same NSD
· NMTs instantiate separate VNF instances from the same VNF package
· NS instances (same or different NSD) of different NMTs share a VNF instance
· …
These different variants of the use case share similar aspects about the handling of permissions of NMTs to manage (create, instantiate, scale, update, delete) NSs, VNFs or their instances as well as VNF packages.

Figure 5.9.1-1 illustrates two NMTs using the same NS instance.
Figure 5.9.1-2 illustrates two NMTs using separate instances from the same NSD. Naturally then they use the same set of VNFs, but separate instances.
Figure 5.9.1-3 illustrates two NMTs with separate NSs (i.e. different NSD), but referencing the same VNF (i.e. same VNF package, same VNFD). On the left side each NS instance creates its separate VNF instance while on the right side NS instance 4 re-uses the already existing instance and shares it with NMT1.
Figure 5.9.1-4 shows a similar sharing of a VNF instance, but from two different NSs (i.e. different NSD).

[image: ]
Figure 5.9.1-1: Two NMTs use the same NS instance
[image: ]
Figure 5.9.1-2: Two NMTs use separate NS instances from the same NSD
[image: ]   [image: ]   [image: ]
Figure 5.9.1-3: NS instances of different NMTs use same VNF 
[image: ]
Figure 5.9.1-4: Different NSs use same VNF instance
In all these cases, NFV-MANO needs to register multiple NMTs for the entities they consume. It needs to be possible to define different permissions about management (e.g. create, instantiate, delete, update), operation (e.g. enable, disable, scale) or usage (e.g. instantiate from a package, reference a VNF from NSD) of the different entities.
In some of the cases, there are virtual resources that are shared between NMT1 and NMT2 and also resources that are not shared. In these cases, isolation would also be required between virtual resources 1 and virtual resources 3. 

[bookmark: _Toc76454220]5.9.2	Detailed User Story
Editor’s Note: To be provided.
[bookmark: _Toc76454221]5.9.3	Variants
Editor’s Note: To be provided.
[bookmark: _Toc76454222]5.9.4	Analysis
Editor’s Note: To be provided.
[bookmark: _Toc76454223]5.9.4.X Analysis with regards to License management
Regarding the license management of the VNF in these several variants, even if the NS or VNF are shared, the license entitlement rights need to be managed independently. Each tenant may use the same licence management system but uses different licensing model and different license entitlement rights set. 
In the variant 1 and variant 4 the two tenants use the same VNF instance. For these cases, there is no way to distinguish the VNF instance usage coming from the NMT1 or the NMT2. For these variants, only a specific agreement between the tenants on the use of the license entitlement rights can be used. The VNF-LM considers a unique license entitlement rights set for both tenants, as if just one tenant was concerned. The tenants could then share the charging of the VNF usage, but this is out of scope of NFV.
For variant 2 and variant 3, the two tenants use the same VNF Package but there is an instantiation of the VNF for each tenant. The VNF instance ID, in this case, is different for the NMT1 and the NMT2.
The VNF-LM needs an information to discriminate the VNF instance for NMT1 and NMT2, to allocate during the instantiation or scaling the corresponding license entitlement right unit. If different VNF-LM are used for the two tenants, the VNF-LM needs an information to discriminate the VNF instance for which he manages the license entitlement rights.
As described in clause 5.6 of ETSI GR NFV-IFA 034 [i.17], the VNF-LM uses either the Os-Ma-Nfvo or the Ve-Vnfm interfaces for the management of licenses of VNF instances during the LCM of the VNF instances. Therefore, the information of identification of the tenant for the VNF instances is expected on LCM operations of these two interfaces.


[bookmark: _Toc76454224]6	Key Issues
Editor’s note: Take the issues identified in the use cases, provide solution proposals and evaluate them.

[bookmark: _Toc76454225]6.1	Key Issue #1: Resource Groups
Editor’s note: NFV-MANO could add a resource group management to VNFM and VIM. There are several ways to do it:
· Separate management of resource group in VNFM and in VIM
· Management of resource groups in NFV-MANO, used by both, VNFM and VIM 
· Get global unique identifiers for resource groups and just use in VNFM and VIM
· Etc.
[bookmark: _Toc76454226]6.1.1	Description
Editor’s note: Describe the gap and list the use cases that reference it.
The current NFV-MANO description uses resource groups in the interface to VIM and affinity/anti-affinity groups in the modelling:
1. On network service level rules are defined for the constituents of the NS.
· NSD specifies AffinityOrAntiAffinityGroup as part of the deployment flavour 
(see ETSI GS NFV-IFA 014 [i.14], clause 6.3.2). 
These AffinityOrAntiAffinityGroups apply for the VNF instances created using different VNFDs, the Virtual Link instances created using different NsVirtualLinkDescs or the nested NS instances created using different NSDs.
· Similarly, the NsProfile references affinity or anti-affinity groups which express affinity or anti-affinity relationships between the NS instance(s) created using this NsProfile and the NS instance(s) created using other NsProfile(s) in the same group.
(see ETSI GS NFV-IFA 014 [i.14], clause 6.3.11).

· During instantiate NS operation, the user can specify AffinityOrAntiAffinityRule as an input parameter
(see ETSI GS NFV-IFA 013 [i.13], clause 7.3.3).
These AffinityOrAntiAffinityRules are applied in addition to those of the NSD. After instantiation they are stored in the NsInfo (see ETSI GS NFV-IFA 013 [i.13], clause 8.3.3.2). 
The rule in this case can explicitly reference existing VNF instances, which is in addition to the AffinityOrAntiAffinityGroup defined in the NSD and mentioned above. See details in ETSI GS NFV-IFA 013 [i.13], clause 8.3.4.26.

· AffinityOrAntiAffinityGroup for the constituents of an NS maps to TOSCA policy with type tosca.policies.nfv.NsAffinityRule or tosca.policies.nfv.NsAntiAffinityRule as specified in ETSI GS NFV-SOL 001 [i.9], clause 7.10.1.

2. On VNF level rules are defined for the constituents of the VNF and for the relation between instances created from the same VNFD.
· VNFD specifies AffinityOrAntiAffinityGroup as part of the deployment flavour 
(see ETSI GS NFV-IFA 011 [i.11], clause 7.1.8.2).
This AffinityOrAntiAffinityGroup applies for the virtualisation containers (e.g. virtual machines) to be created using different VDUs or internal VLs to be created using different VnfVirtualLinkDesc(s) in the same affinity or anti-affinity group.
· VNFD specifies AffinityOrAntiAffinityGroup and localAffinityOrAntiAffinityRule in the VNF profile 
(see ETSI GS NFV-IFA 014 [i.14], clause 6.3.3). 
The localAffinityOrAntiAffinityRule applies between VNF instances created from this profile.
The affinityOrAntiAffinityGroupId in the VnfProfile references the affinity or anti-affinity groups which expresses affinity or anti-affinity relationships between the VNF instance(s) created using this VnfProfile and the VNF instance(s) created using other VnfProfile(s) in the same group.

· Each AffinityOrAntiAffinityGroup is defined by its groupid and specifies either affinity or anti-affinity with its scope (NFVI_NODE, NFVI_POP, NETWORK_LINK_AND_NODE, etc.).
See ETSI GS NFV-IFA 014 [i.14], clause 6.3.5 and ETSI GS NFV-IFA 011 [i.11], clause 7.1.8.12.
The AffinityOrAntiAffinityGroup information element describes the affinity or anti-affinity relationship applicable between the VNF instances created using different VnfProfiles, the Virtual Link instances created using different VlProfiles or the nested NS instances created using different NsProfiles; that is, it describes the affinity/anti-affinity between elements of a network service.
Editor’s note: We might add a recommendation to synchronize the description between IFA011 and IFA014 including the usage in VNF profile vs. VNF deployment flavour.
· During the Grant VNF Lifecycle Operation operation, the VNFM sends the PlacementConstraint so the NFVO can consider the affinity/anti-affinity information as described in ETSI GS NFV-IFA 007 [i.7], clauses 6.3.2 and 8.3.6. In addition, the VNFM can specify here the fallbackBestEffort attribute to allow resource assignments by the NFVO where the affinity/anti-affinity rules are not fully satisfied.
Editor’s note: There is no information where the fallbackBestEffort is coming from. We might add a recommendation to add attributes/parameters about fallbackBestEffort. The fallbackBestEffort option may also be acceptable for the isolation between tenants.
· AffinityOrAntiAffinityGroup for the constituents of a VNF maps to TOSCA policy with type tosca.policies.nfv.AffinityRule or tosca.policies.nfv.AntiAffinityRule as specified in ETSI GS NFV-SOL 001 [i.9], clause 6.10.10. It allows the scope values nfvi_node, zone, zone_group, nfvi_pop, network_link_and_node.

3. On level of the constituents of the VNF rules are defined for the relation between instances created from the same VDU and rules for the internal virtual links.
· VDU specifies AffinityOrAntiAffinityGroup and localAffinityOrAntiAffinityRule in the VduProfile
(see ETSI GS NFV-IFA 011 [i.11], clause 7.1.8.3). 
The localAffinityOrAntiAffinityRule applies between the virtualisation containers (e.g. virtual machines) to be created based on this VDU.
The affinityOrAntiAffinityGroupId in the VduProfile references the affinity or anti-affinity group(s) the VDU belongs to.
· Virtual Links specify AffinityOrAntiAffinityGroup and localAffinityOrAntiAffinityRule in the VirtualLinkProfile
(see ETSI GS NFV-IFA 014 [i.14], clause 6.3.4 and ETSI GS NFV-IFA 011 [i.11], clause 7.1.8.3, the description differs slightly beween the two specifications).
The localAffinityOrAntiAffinityRule applies between VLs instantiated from the referenced VLD.
The affinityOrAntiAffinityGroupId in the VirtualLinkProfile references an affinity or anti-affinity group which expresses affinity or anti-affinity relationship between the VL(s) using this VirtualLinkProfile and the VL(s) using other VirtualLinkProfile(s) in the same group.
Editor’s note: We might add a recommendation to synchronize the description between IFA011 and IFA014.

· Inside a VNF, the LocalAffinityOrAntiAffinityRule is defined without a groupid, and in the same way it specifies either affinity or anti-affinity with its scope (in difference to the previous IE, it lists NFVI_POP, ZONE, ZONE_GROUP, NFVI_NODE, etc.).
See ETSI GS NFV-IFA 014 [i.14], clause 6.3.8 and ETSI GS NFV-IFA 011 [i.11], clause 7.1.8.11. The description differs slightly beween the two specifications and in IFA011 adds an additional attribute for nfviMaintenanceGroupInfo. 
The LocalAffinityOrAntiAffinityRule information element specifies affinity or anti-affinity rules applicable to VNFs or VLs instantiated from the same VNFD or VLD. Therefore it cannot be referenced from another VNF.
Editor’s note: We might add a recommendation to align the possible values for the scope, since IFA014 does not show zone and zone_group in AffinityOrAntiAffinityGroup, however it may already be included in the etc. But it needs to be considered that SOL014 doesn’t allow zone and zone_group.
Editor’s note: We might add a recommendation to synchronize the description between IFA011 and IFA014 and decide whether the nfviMaintenanceGroupInfo is needed in additional cases.
· ETSI GS NFV-SOL 001 [i.9] doesn’t differentiate between the VNF-level affinity/anti-affinity between the same or different VNFDs.
Editor’s note: We might add a recommendation to align IFA documents to the much simpler SOL concept.

4. VIM provides capabilities to specify the affinity or anti-affinity during resource allocation, which are described in ETSI GS NFV-IFA 005 [i.5] for the use of NFVO and in ETSI GS NFV-IFA 006 [i.6] for the use of VNFM:
· The VIM provides operations to dynamically create virtualised resource affinity-or-anti-affinity constraints groups.
· For compute resources the operation is described in ETSI GS NFV-IFA 005 [i.5], clause 7.3.1.9 and ETSI GS NFV-IFA 006 [i.6], clause 7.3.1.9.
· For network resources the operation is described in ETSI GS NFV-IFA 005 [i.5], clause 7.4.1.6 and ETSI GS NFV-IFA 006 [i.6], clause 7.4.1.6.
· For storage resources the operation is described in ETSI GS NFV-IFA 005 [i.5], clause 7.5.1.9 and ETSI GS NFV-IFA 006 [i.6], clause 7.5.1.9.
· The affinity-or-anti-affinity constraints groups are stored in an AffinityOrAntiAffinityConstraint information element and can be refereced either by a group id or by a list of resources (AffinityOrAntiAffinityResourceList see ETSI GS NFV-IFA 005 [i.5], clause 8.4.8.3 and ETSI GS NFV-IFA 006 [i.6], clause 8.4.8.3). The attributes of this IE are: type (affinity or anti-affinity), scope (various values applying either to compute, network or storage resources) and either group id or reference to a list of resources (see ETSI GS NFV-IFA 005 [i.5], clause 8.4.8.2 and ETSI GS NFV-IFA 006 [i.6], clause 8.4.8.2).
· During resource allocation, the affinityOrAntiAffinityConstraints for a resource are specified using references to the groups previously created.
· For compute resources see ETSI GS NFV-IFA 005 [i.5], clause 7.3.1.2 and ETSI GS NFV-IFA 006 [i.6], clause 7.3.1.2.
· For network resources see ETSI GS NFV-IFA 005 [i.5], clause 7.4.1.2 and ETSI GS NFV-IFA 006 [i.6], clause 7.4.1.2.
· For storage resources see ETSI GS NFV-IFA 005 [i.5], clause 7.5.1.2 and ETSI GS NFV-IFA 006 [i.6], clause 7.5.1.2.
· During resource migration, new affinityOrAntiAffinityConstraints for a resource are specified again using references to the groups previously created.
· For compute resources see ETSI GS NFV-IFA 005 [i.5], clause 7.3.1.8 and ETSI GS NFV-IFA 006 [i.6], clause 7.3.1.8.
· For storage resources see ETSI GS NFV-IFA 005 [i.5], clause 7.5.1.8 and ETSI GS NFV-IFA 006 [i.6], clause 7.5.1.8.
· During resource reservation, the affinityOrAntiAffinityConstraints for a resource are specified again using references to the groups previously created.
· For compute resources see ETSI GS NFV-IFA 005 [i.5], clause 7.8.1.2 and ETSI GS NFV-IFA 006 [i.6], clause 7.8.1.2.
· For network resources see ETSI GS NFV-IFA 005 [i.5], clause 7.8.2.2 and ETSI GS NFV-IFA 006 [i.6], clause 7.8.2.2.
· For storage resources see ETSI GS NFV-IFA 005 [i.5], clause 7.8.3.2 and ETSI GS NFV-IFA 006 [i.6], clause 7.8.3.2.
· Note that in case of resource reservation, there are separate input parameters for affinityConstraint and antiAffinityConstraint, both specifying an AffinityOrAntiAffinityConstraint IE which has this type also included as an attribute of type enum.
Editor’s note: We might add a recommendation to align between resource allocation and reservation here.

· ETSI GS NFV-SOL 014 [i.20] adds the affinity/anti-affinity constraints to the resource groups.
· For compute resources, only NFVI-PoP and NFVI-Node are possible scope;
· For network resources, virtual-switch, router, physical-NIC, physical-network, NFVI-Node are possible and
· For storage resource, only the value NFVI-Node is possible.

Editor’s note: Since SOL documents use the resource groups for affinity/anti-affinity, the IFA documents should be aligned and we might add a recommendation. Also need to align between SOL 001 and SOL 014 about the possible values, since SOL 001 allows zone and zone-group.

This concept allows the NFVO or VNFM use proper resource groups with specified affinity/anti-affinity when allocating resources by calling VIM. According to IFA005 and IFA006, there is an operation to create the resource groups. 
Editor’s note: Reference to stage 3 description of that operation missing.
When NFVO requests VNFM to instantiate a VNF, the VNFM can use the affinity/anti-affintity rules from VNFD to use the proper resource groups considering the scope of the VNF. But VNFM has no access to the affinity/anti-affintity rules in the NSD. Solution #1.x proposes a solution to allow VNFM consider also affinity/anti-affintity rules provided to the NFVO during the instantiate operation and or specified in the NSD.
The above concepts cover only affinity/anti-affinity within the scope of a NS and its VNFs. Solution #1.y proposes a way to allow similar concept based on anti-affinity groups to isolate network services, so it can be used for multi-tenancy.
Editor’s note: Solution #1.x and #1.y as promised above are tbd.

[bookmark: _Toc76454227]6.1.2	Solution Proposal #1.1
[bookmark: _Toc76454228]6.1.3	Evaluation

[bookmark: _Toc76454229]6.2	Key Issue #2: Tenant Identification
Editor’s note: Identify Service Providers / NMT on the Os-Ma-nfvo and Or-Or reference point. There are several ways to do it:
· Expose a tenant management interface by NFVO
· Get global unique identifiers for tenants and just use them 
· Define affinity groups on NS level


[bookmark: _Toc76454230]6.2.1	Description
Editor’s note: Describe the gap and list the use cases that reference it.

[bookmark: _Toc76454231]6.2.1.1	Overview
Use cases #1, #6, #7, #8 don’t directly require that NFV-MANO is aware of the tenant that uses a resource or entity. The isolation could be managed without identifying tenants. However, in the remaining use cases a tenant identification is needed, or management access to resources or entities needs to be restricted based on the tenants.
ETSI GS NFV-IFA 010 [i.10] provides a set of requirements for multi-tenancy which include:
· Requirements on NFVO for tenant management and tenant aware LCM operations in clause 6.14.
· Requirements on VNFM for tenant management and associating resources to tenants in clause 7.10.
· Requirements on VIM for tenant management and associating resources to tenants, as well as tenant specific use of software images in clause 8.7.
· Requirements on VIM for tenant awareness during resources reservation in clause 8.2.2.
· Requirements on VIM for quota management per consumer (e.g. tenant) in clause 8.2.9.
· General requirement to provide the identification of an appropriate tenant (infrastructure tenant, VNF tenant or NS tenant) when performing an operation.

However, NFV-MANO APIs currently don’t specify operations and parameters in support of these capabilities.

[bookmark: _Toc76454232]6.2.1.2	LCM operations
Editor’s Note: Specific aspects to be provided.
[bookmark: _Toc76454233]6.2.1.3	Notifications
As described in clause 5.9.4 of the Use Cases #9, it is expected to identify on the Os-Ma-Nfvo and the Ve-Vnfm interfaces, the tenant during a LCM operation of a VNF instance. The clause 5.9.4.X describes this need for the License Management of the VNF instances. 
The information of the tenant/owner of the VNF instances is missing in the VNF LCM operation on Ve-Vnfm and Os-Ma-Nfvo interfaces, described in ETSI GS NFV-IFA 008 [i.8] and ETSI GS NFV-IFA 013 [i.13] specifications.
The following changes are proposed:
· add information of the tenant/owner of the VNF instance (e.g. the service provider Id) either as initial requester of the NS instantiation in which the VNF is included, or if shared between several NS (use case 1 and 4), as the owner/manager of the VNF package. When scaling is concerned the owner of the instance is the same as for the initial instance. 
· add the capability to filter the LCM notification related to a VNF instance according to a specific tenant
· add the tenant information to the notification datatype to increase efficiency and avoid further queries to get the vnf instance information.
The clause 7 adds the corresponding recommendations to this report.
[bookmark: _Toc76454234]6.2.1.4	Monitoring
Editor’s Note: Aspects related to performance and fault management etc. to be provided.
[bookmark: _Toc76454235]6.2.1.5	Security
Editor’s Note: To be provided.

[bookmark: _Toc76454236]6.2.2	Solution Proposal #2.1
A solution to identify the tenant/owner of the VNF instances in the LCM operation on the Ve-Vnfm and Os-Ma-Nfvo could be to add in the vnfInstance data type an information of the tenant of the vnfInstance.

An external consumer of the Ve-Vnfm interface could subscribe to the vnfIdentifierCreationNotification or to VnfLcmOperationOccurrenceNotification , then query the vnfInfo to get the vnfInstance data structure of the corresponding VNF Instance, where the tenant information will be present.For a better efficiency, the vnfInstance data structure could be include in the VnfInstanceSubscriptionFilter, to be able to filter on VNF instances of a certain tenant.

An external consumer of the Os-Ma-Nfvo interface could subscribe to the NsChangeNotification to be notified on change related to a VNF component of a NS, and then query information on the NS instance to get the NSInstance data and in this latest the VnfInstance data to get the tenant information.

[bookmark: _Toc76454237]6.2.3	Evaluation



[bookmark: _Toc76454238]6.3	Key Issue #3: Management Isolation 
Editor’s note: Describe the difference and the interworking between resource isolation and management isolation.

[bookmark: _Toc76454239]6.3.1	Description
Editor’s note: Describe the gap and list the use cases that reference it.
[bookmark: _Toc76454240]6.3.2	Solution Proposal #3.1
[bookmark: _Toc76454241]6.3.3	Evaluation


[bookmark: _Toc76454242]6.4	Key Issue #4: Levels of permissions 
Editor’s note: Identify levels of permissions for Service Providers / NMT, e.g.: create, instantiate, scale, update, delete permissions for NS, VNF, package, …. Include also pre-instantiation of entities, etc.

[bookmark: _Toc76454243]6.4.1	Description
Editor’s note: Describe the gap and list the use cases that reference it.
[bookmark: _Toc76454244]6.4.2	Solution Proposal #3.1
[bookmark: _Toc76454245]6.4.3	Evaluation




[bookmark: _Toc76454246]7	Recommendations
In clause 6.2, gaps in the in ETSI GS NFV-IFA 008 [i.8] and ETSI GS NFV-IFA 013 [i.13] specifications have been identified. The following recommendations are proposed for next normative step for these specifications:

- Rec-001: It is recommended to add the tenant/owner of the VNF instance (e.g. service Provider Id) in the result information of a LCM operation 
- Rec-001-1: It is recommended that the owner of the VNF Instance is the initial requester of the NS instantiation in which the VNF is included when not shared by several tenants.
- Rec-001-2: It is recommended that the owner of the VNF Instance is the owner/manager of the VNF Package used for the instantiation of the VNF when VNF instance shared by several tenants.
- Rec-001-3: It is recommended that the owner of the VNF Instance is the same as for the initial instance in case of scaling-out operation on the VNF instance.
- Rec-002: It is recommended to add the capability to filter notifications according to the owner of the VNF instance (e.g. service Provider Id).
- Rec-003: It is recommended to include in the notifications (NsChangeNotification and VnfLcmNotification data type) the tenant information of the VNF instance.

[bookmark: _Toc76454247]8	Conclusions



[bookmark: _Toc455504149][bookmark: _Toc481503687][bookmark: _Toc76454248]Annex A (informative):
Multi-Tenancy in Open Source
[bookmark: _Toc76454249]A.1	Multi-Tenancy in OpenStack®
The OpenStack® concepts supporting multi-tenancy in NFV-MANO context mainly apply to the VIM, but can be considered also for the higher level NFV-MANO tenancy concepts.
As described in OpenStack® Operation Guide [i.24], in OpenStack®, “a group of users is referred to as a project or tenant”. The terms “project” and “tenant” are interchangeable and used in parallel for historical reasons.
Projects/tenants “own” resources.
OpenStack® provides a user management, and users can only be created having one or several projects. The user management allows to protect management of resources to the users associated with the project that is using the resources. Users can also be grouped and role based access to the projects is provided this way.
Thus OpenStack® implements tenancy concepts supporting both, resource isolation and management isolation.

[bookmark: _Toc76454250]A.2	Multi-Tenancy in Kubernetes®
Editor’s Note: To be added.



[bookmark: _Toc455504150][bookmark: _Toc481503688][bookmark: _Toc76454251]Annex B:
Title of annex
[bookmark: _Toc481503689][bookmark: _Toc76454252][bookmark: _Toc455504151]B.1	First clause of the annex 
[bookmark: _Toc455504152][bookmark: _Toc481503690][bookmark: _Toc76454253]B.1.1	First subdivided clause of the annex
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