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The present document describes the whole-system security framework required to manage NFV based virtualised networks securely. The present document provides an architecture and capabilities for security management which includes MANO, NFVI (including underlying compute hardware infrastructure), virtualised function application layer (e.g. 5G) and PNFs. The security management architecture addresses all network and VNF life-cycle stages from VNF on boarding, instantiation, VNF instance runtime and post VNF instance teardown clean up.
The present document considers both baseline security requirements and policies which need to be applied across all network functions and additional requirements that are applicable to sensitive network functions.
The present document is intended to include, update and replace NFV Security Management and Monitoring concepts that were defined in NFV-SEC 013 [2].
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[bookmark: _Toc38986410][bookmark: _Toc98348848][bookmark: _Hlk527028731] 3	Definition of terms, symbols and abbreviations
[bookmark: _Toc451532926][bookmark: _Toc38986411][bookmark: _Toc98348849]3.1	Terms
For the purposes of the present document, the terms given in ETSI GS NFV 003 [i.1] and the following apply:

Security Agent: a distributed security function performing security monitoring/management with a local actionable behaviour
Security Management: Functionality that applies security policy to a virtualised network based on both predefined default policy and active analysis of information provided through security monitoring.
Note:	Security management actions will consist of both passive default security policy automatically applied by NFV-MANO (including through VNFDs or of vendor / CSP configuration) and active real-time security management actions where the Security Management system actively updates or overrides default passive policy.
Security Monitoring: Functionality that collects and performs analysis of relevant events from across the virtualised network which allow the Security Management and Monitoring system to make informed security management decisions.
Note:	Security monitoring is not restricted to real-time (or near real-time) collection and analysis of network events. Virtual network wide monitoring will include security analysis of longer-term logging, AI data set analysis and human intelligence to predict and update monitoring criteria.

[bookmark: _Toc455504145][bookmark: _Toc481503683][bookmark: _Toc482690132][bookmark: _Toc482690609][bookmark: _Toc482693305][bookmark: _Toc484176733][bookmark: _Toc484176756][bookmark: _Toc484176779][bookmark: _Toc487530215][bookmark: _Toc38986412][bookmark: _Toc98348850]3.2	Symbols
[bookmark: _Hlk527022222]For the purposes of the present document, the [following] symbols [given in ... and the following] apply:

[bookmark: _Toc455504146][bookmark: _Toc481503684][bookmark: _Toc482690133][bookmark: _Toc482690610][bookmark: _Toc482693306][bookmark: _Toc484176734][bookmark: _Toc484176757][bookmark: _Toc484176780][bookmark: _Toc487530216][bookmark: _Toc38986413][bookmark: _Toc98348851]3.3	Abbreviations
For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:

OSSM		OSS/BSS Security Manager
SF			Security Function
VSF		Virtualized Security Function
SA			Security Agent
SM		Security Manager

[bookmark: _Toc455504147][bookmark: _Toc481503685][bookmark: _Toc482690134][bookmark: _Toc482690611][bookmark: _Toc482693307][bookmark: _Toc484176735][bookmark: _Toc484176758][bookmark: _Toc484176781][bookmark: _Toc487530217][bookmark: _Toc38986414][bookmark: _Toc98348852]4	NFV Security Management and Monitoring Overview 
[bookmark: _Toc98348853]4.1	General
The security of any system or network is ultimately governed by the weakest link. Attackers will seek out points or interfaces within a system or network that provide the easiest way in and those points of entry or exploit don’t necessarily need to be associated with the ultimate network resource or goal that the attacker wishes to access or obtain. Therefore, security must be implemented to an equally strong level throughout the system or network, from the underlying NFVI, management systems and to the application layer containing end user services (e.g. 5G).
Similarly, while approaches such as Transport Layer Encryption (TLS) can provide a high level of security protection against person in the middle attacks on network links or against unauthenticated attempts to access interfaces, they provided limited protection if an attacker gains access to an insecure trusted end point and spreads their attack over the encrypted TLS connections. All the encryption does is stop security monitoring systems from preventing or detecting the attack. This is especially true in virtualised systems as the encrypted virtual links and virtual end points all exist in the same logical memory space. Therefore, if an attacker can access the resources used to implement the virtual connection, they can also access the resources of the end points and management system.
Considering this from a system or network wide monitoring perspective the same applies. Focussing security defences or threat detection in isolation at the application layer, NFV-MANO layer or NFVI will not allow the detection of threats or attacks which cross the layers. Similarly, taking security mitigations at one layer without considering the big picture of an attack across all layers may result in attack amplification or an attacker being able to force the use of specific network resources which have been compromised. Security monitoring is described further in clause 7.
Therefore, it is necessary to consider security management using a system wide architecture that is able to detect threats in user services, network management, virtual network functions and underlying NFVI hardware, in order to apply system wide policies and take security actions which minimise both attack propagation and service disruption. Security management is described in further detail in clauses 5 and 6.
Similarly, application layer functions do not magically appear for discovery in a service-based architecture and NFVI server resources do not get allocated for use with a VNF without the OSS/BSS have requested (either directly or indirectly through delegated policy) that the VNF was or resources were required. Security monitoring and management needs to have a holistic view across the entire chain of events.
Conceptually this should also include physical security systems used to protect the data centres. However, such physical security is out of scope of the present document.
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Figure 4.1: Simplified High-Level Network Wide Security Management and Monitoring Architecture
Figure 4.1 shows a simplified high-level security management and monitoring architecture. The key concept here is that security monitoring needs to be considered across the whole virtualised network (including any legacy PNF components). The figure makes a distinction between internal and external facing security, as there are differences in functionality, actions and policies applied to external vs internal facing security functions. The 5 distinct “Attackers” in the figure illustrate that attacks can occur both internally and externally to the virtualised network, and to any layer of the virtualised network. Furthermore, the attackers may be either external to functions within a given domain or internal (i.e. attacker has legitimate credentials to perform certain actions not in the role of an attacker). Further consideration of attack scenarios is described in NFV-SEC 025[3].


[bookmark: _Toc98348854]4.2	Whole System Management and Monitoring Lifecycle Overview

Editor's Note: Needs to describe whole lifecycle of security management from on-boarding to running VNF security management.
Editor's Note: Describe philosophical reasons due to which security needs to be an overlay over the network. Also, why the SM needs multiple sources of data to verify MANO-reported information, particularly in the case of MANO compromise. 
Editor’s Note: Need to link to SEC 021, 022 etc or other NFV standards as part of lifecycle.



[bookmark: _Toc38986415][bookmark: _Toc98348855]5	Security Management Framework Architecture 

[bookmark: _Toc38986416][bookmark: _Toc98348856]5.1	Security Manager Architecture
The logical security management architecture in the context of MANO and OSS/BSS is depicted in Figure 1.
[image: ]
Figure 1. Security Management Architecture

This architecture defines the following functions and interfaces: 
· Security Manager (SM) - A function that centralizes security concerns system-wide, for one, and only one, security trust domain.
· Security Agent (SA) – a security function performing security monitoring/management with a local actionable behaviour. For a given implementation one or more SAs may be associated with or embedded in VNFs, NFVI and MANO.
· Sm-Ossm Interface (Sm-Ossm) - An interface that passes security-related information between the virtualization and the application layer within one or more trust domains.
· Sm-Sa Interface (Sm-Sa) - An interface that passes security-related information between the SMs and the SAs.  In this document, only the generic types of information to be reported by SAs to SMs are specified, i.e. the ones agnostic about specific SA application.
All dotted line interfaces are outside the scope of the present document. Interfaces Sc-Or, Sc-Vnfm, and Sc-Vi are described in GS NFV-IFA 026 [1].
Editor's note: Ensure that all sections below (5.1.1 to 5.1.4) cover both the VM and the OS container cases.
[bookmark: _Toc38986417][bookmark: _Toc98348857]5.1.1	Security Manager
Editor note: cover the 2 functional roles of the Security Manager: security aspects and orchestration [IFA026 requirements]

[bookmark: _Toc38986418][bookmark: _Toc98348858]5.1.2	Security Agent
Editor’s Note: Section describing SAs needs to fully breakout the deployment scenarios with diagrams.
The SA is a security function performing security monitoring/management with a local actionable behaviour. In an NFV-based environment the SAs communicate with the corresponding SM in their security trust domain based on configurable security policies. The SA may provide security data both to the SM and to the OSSM (via the SM), some of which is only intelligible to the OSSM (ref. OSSM section) at the application layer.
Preconfigured data for initial configuration is assumed to be injected or loaded at SA instantiation (e.g., from NFV-MANO). An API for runtime configuration could also be available. 
Editor’s Note: Preconfiguration paragraph needs to be expanded.
If an SA is allowed to take specific actions in its security trust domain, the access rights shall be explicitly authorized in the security policy.  SA management should be proven capable to guarantee SA security trust domain isolation.
NOTE: The security policy may cover two aspects: (1) how the SA agent is secured (e.g., where the SA is to be located, what trust domain it belongs to, what/where are the keys); and (2) what the SA should do, e.g., enforce monitoring, filtering, collection options.
While different variants of SA can be envisioned (virtualized SA, NFVI SA, SA service, etc.), the present document describes the differences in the management of such SAs with their NFV-MANO/SM interactions. 
NOTE: The following SA variants description do not preclude any other SA design, deployment or combination. For instance, a VSA could be a composition of sub-functions arranged in a set as an NS. 
1) Embedded SA
The embedded SA is an SA integrated with the VNF/VNFC it monitors and/or protects. The VSA contains information relevant to the VNF layer. The SA implicitly follows the NFV-MANO LCM of the VNF/VNFC it is embedded into and relies on NFV-MANO to perform secure instantiation and to provide SA initial application configuration. 
Editor Note: add a picture for this case
2) Adjunct SA
The SA is not embedded in a VNF/VNFC but it can be associated with one or several VNF/VNFC. The adjunct SA contains information relevant to the VNF layer. 
The SAs may form an overlay network of SAs and may be orchestrated by the SM. VSAs could operate in a security trust domain that is different from the VNF one. The security policy shall state that the VSAs trust domain is allowed to monitor the VNF trust domain.
Editor Note: add a picture for this case
3) Infrastructure SA
This SA functionality is associated with, and with concerns limited to one NFVI. ISAs communicate with the corresponding SM for their given security trust domain. These SAs contain information relevant to the NFVI layer. They may be life-cycle managed by the NFV layer, or separately managed.

Editor's note: The following is the type of detail that needs to go in these sections: The type of information that the ISA will report is the existence or non-existence of HMEEs on a particular host, geographical location for use in geofencing, etc.
Editor Note: composite VSA-ISA agent would violate trust domain and layer separation principles, i.e., an SA spanning both VNF and NFVI layers. Given that the VNF tenant network is often separated from the NFVI operations and management network, such SA implies breaking network isolation. Nonetheless, it is expected that the benefits of an VSA-ISA solution can be achieved by combining the VSA-SM, ISA-SM and VIM-SM information at the SM or OSS level.
Editor Note: an SA associated to the VNF accesses the tenant network including this VNF. Accessing NFVI from the VNF layer is likely to require opening, for example, the OpenStack REST API or local orchestration to the SA. If the Operations and Management (OAM) is deployed as a separate tenant ([see tenant definition]), most likely different from the tenant including the VNF the SA is associated with, then the SA would also access the OAM network. The network isolation is broken. If such network or tenant boundary crossing is accepted by the operator, this must be explicitly stated in the security policy and the risk in case of a compromised SA must be mitigated. As a result, the SA needs to be defined as a security asset to protect for SM.
Editor Note: add a picture for this case
4) SA Service for PaaS environnements 
SA implements SAs for PaaS environments. The SA LCM may be detached from associated VNF/VNFC, i.e., the SA may persist at VNFI/VNFCIs termination [sec 5.1.2.1 ifa029] and may be orchestrated by PaaS services management.
Editor Note: there might be 2 cases: 1) when the SA Service for PaaS is instantiated with the VNF (hence its LCM is tied to the one of the VNF; and 2) when the SA Service for PaaS has instances that are LCM’ed independently from the VNF (hence if SA is in this case, then it’s instances have no relationship with the VNF LCM .
Editor Note: add a picture for this case
5) NFV-MANO SA
SA functionality is part of or deployed together with NFV-MANO functional blocks, e.g. a SA in VNFM. Like the infrastructure SAs, it follows the NFVO-MANO infrastructure blocks lifecycle.
Editor Note: add a picture for this case
Editor note: from NFV-SEC003, we expect long-life NFV-MANO entities. Given also IFA033, what type of information such SAs should provide to SM is FFS.

[bookmark: _Toc38986419][bookmark: _Toc98348859]5.1.3	Sm-Ossm Interface
[bookmark: _Toc38986420][bookmark: _Toc98348860]5.2	Security Manager Modes
The SM and NFV-MANO shall support three modes of operation:
Passive: SM is able to subscribe to applicable lifecycle management events passed to it by NFV-MANO but the SM does not take any active part in the lifecycle management of the VNFs. 
Semi-Active: SM analyses applicable lifecycle management events passed to it by NFV-MANO. The SM may provide security policies (e.g. geographical restrictions) to NFV-MANO as part of VNF lifecycle management, but the SM takes an otherwise passive part in VNF lifecycle management. The SM is able to request NFV-MANO, or other entities (e.g. other SMs, OSSM, OSS/BSS), to undertake security mitigation actions (e.g. terminate a VNF instance, or surrounding it with firewalls without affecting its lifecycle). NFV-MANO (or the other entities) can refuse to comply with the request.
Fully-Active: NFV-MANO passes applicable VNF lifecycle events to the SM and requests approval from the SM. The SM authorizes, modifies, or rejects NFV-MANO requests per applicable security policy. The SM is also able to instruct NFV-MANO to take security mitigation actions (e.g. immediately terminate a VNF instance). In fully active mode, the SM applied policy will supersede MANO-level attributes (e.g. in the VNFD).
[bookmark: _Toc38986421][bookmark: _Toc98348861]5.3	Multiple Trust Domains and Security Managers
[bookmark: _Toc98348862]5.3.1	Introduction
In networks with multiple trust domains or where a CSP wishes to achieve security role separation, there may be one or more SMs. Each SM may operate in Passive, or Semi-Active or Fully Active mode as described in clause 5.2. 
It shall be possible for the SMs to act independently of each other, or for SMs to operate in a hierarchical arrangement, where one SM may be able to issue VNF termination instructions across trust domains of one or more sub SMs.
In hierarchy terms, a sub SM is an SM which is overseen or controlled by another higher security level SM. For example, a sub SM in Semi-Active Mode may be subservient to a network wide Fully Active SM. In this case, the sub SM is able to fulfil its role autonomously but the higher-level SM would be able to overrule it at any time. NFV-MANO needs to be able to support such hierarchical models and provide interface instance isolation for such sub SM to SM relationships.
[bookmark: _Toc98348863]5.3.2	Trust Domains
[bookmark: _Toc98348864]5.3.2.1	Trust domain 
Editor note: SEC013 / NFV-003: trust domain: collection of entities that share a set of security policies. The definition should be refined in terms of management. In particular, by means of describing several levels of trust domain, e.g. from application to virtualization and HW level, the entities belonging to each level and the management entity responsible to ensure the shared set of security policies. The rationale is that a clear trust domain levels definition would enable the logical definition of a multi-level managers hierarchically chained together to ensure the trust of the service/virtualization/nfvi/hw resources stack allocated to an application. The final goal is to provide a mean to derive from trust defined at 3GPP/application level toward lower levels and control/maintain it through the application lifecycle.

[bookmark: _Toc98348865]5.3.2.2	Trust domain isolation
Editor Note: Levels of isolation: (1) isolation by encryption with keys derived from separate RoTs (keys managed accordingly); (2) isolation through deployment (2 containers clusters, 2 VMs, 2 NFVIs, 2 datacenters); (3) isolation through different management (using e.g., 2 NFVOs, 2 OSSM, 2 SMs); (4) combinations between the previous; (5) isolation between the previous and/or integrating with HMEE / secure enclaves.


[bookmark: _Toc38986422][bookmark: _Toc98348866]5.4	Security Domain Bootstrapping
[bookmark: _Toc38986423][bookmark: _Toc98348867]5.4.1	General Introduction
In order for a new VNFI/VNFCI containing an SA to be configured for use, the VNFI/VNFCI needs to be able to establish communication with the SM. This presents an issue as instance specific SA configuration data and keys cannot be provided in the generic VNF image.
Clauses 5.4.2 and 5.4.3 consider two scenarios for establishing initial communication with the SM/OSSM. Where practical, the trusted MANO is considered to be the preferred option. However, the aim of both clauses is to arrive at the same secure running LI implementation.

[bookmark: _Toc38986424][bookmark: _Toc98348868]5.4.1	Low criticality deployments
Editor's Note: Use standard MANO procedures, no separation.
In the low criticality deployment scenarios (e.g. consumer retail services),    
Editor's Note: TODO
[bookmark: _Toc38986425][bookmark: _Toc98348869]5.4.2	Medium criticality deployments
In the medium criticality deployment scenario (e.g. enterprise services), MANO is considered sufficiently trusted by the OSSM to issue initial SA VNFI/VNFCI identities and communications certificates. In addition, the OSSM acts as a sub-CA for the security domain, under a common operator root CA, which is shared by both MANO and the OSSM.
When MANO instantiates new VNFI/VNFCI containing an SA function, or a new VNFI/VNFCI with an SA function associated with it, MANO will allocate a MANO level identity to the VNFI/VNFCI. MANO performs initial configuration based on the VNFD and other SA configuration information provided to MANO by the SM. MANO will also provide the VNFI/VNFCI with initial identity verification and communication certificates.
Once configured, the VNFI/VNFCI will initiate communications to the SM using the initial MANO issued certificates to perform authentication and IPSEC or TLS tunnel establishment. Once the secure configuration tunnel has been established, the SM will configure the VNFI/VNFCI as an SA, ready for use by the OSSM. This will include provision of security domain specific OSSM sub-CA certificates for use with the application layer security interfaces. The MANO level certificates would be retained and used for MANO level maintenance and mobility of the SA associated with the particular VNFI/VNFCI, etc.
This scenario is considered to be recommended approach for initial provisioning and communications establishment as SAs can be instantiated by MANO using the same basic identity and security procedures used for other VNFs. In addition, the OSSM is able to explicitly trust the MANO issued certificates as both the OSSM and MANO trust the same operator root CA.
[bookmark: _Toc38986426][bookmark: _Toc98348870]5.4.3	High criticality deployments
In the high criticality deployment scenario (e.g. national critical infrastructure), the OSSM does not rely on MANO to manage the initial communications establishment of SAs with the SM. In this scenario the OSSM root certificate is not provided from a common operator root CA. The OSSM will act as the dedicated root CA for the security domain, independent of other security domain functions and MANO.
Since MANO is not fully trusted the SM and a newly initiated VNFI/VNFCI SA need to be able to establish trust independently of MANO, and an initial secure communication channel over which the SA instance specific keys and configuration can be downloaded. It is assumed that MANO is trusted to apply a unique name to the new VNFI/VNFCI SA according to the normal MANO naming scheme and that MANO will provision the VNFI/VNFCI SA with certificates for the purpose of managing the VNFI/VNFCI SA at a MANO level (e.g. mobility and scaling).
In this scenario the SM may be able to verify that the VNFI/VNFCI SA is a valid SA function through verification of the signing applied to the SAs when they are stored into the VNF catalogue, but cannot use the MANO certificates for initial connection as they are considered untrusted. The mechanism required to allow establishment of initial connection and trust in the low trust MANO scenario is not defined in the present document.

[bookmark: _Toc38986427][bookmark: _Toc98348871]5.5	OSSM, VNFI/VNFCI and SA Connectivity Tracking
[bookmark: _Toc38986428][bookmark: _Toc98348872]5.5.1	General
In a legacy network, the OSSM and SAs are implicitly configured to know from where to obtain information required to enable security functionality (e.g., firewalls), and the relationships between network elements required to allow the OSSM to correlate the information being received from the CSP network.
With NFV both the number of VNFIs/VNFCIs and associated SAs, and the number of interconnecting VNFIs/VNFCIs is potentially highly dynamic. In order to reliably perform security monitoring and management, and provide necessary correlation information to the application layer, the OSSM and SM both need to be able to derive the total numbers of SAs at any point in time. In addition, the OSSM and SM need to understand the SDN level interconnectivity between the various VNFIs/VNFCIs.
At the cost of increased visibility of the SAs by MANO, it may be possible for the SAs to dynamically adapt to the VNFIs/VNFCIs interconnected around them utilizing default MANO procedures. However, elements of the correlation information required by the OSSM are likely to require the OSSM and SM to generate and maintain a real-time service level (and potentially NFV level) network map. Similarly requiring the SAs to be overtly visible to MANO in order to utilize standard MANO procedures likely violates SA confidentiality requirements across security trust domains.
The adjunct (non-embedded) SA scenario is likely to be even more difficult, as a change in the number or relationships around a VNFI/VNFCI for which external SA targeting is being applied (e.g. number of peers or SDN links), may result in the external SA no longer being in the correct place, or no longer monitoring 100% of the traffic, unless the OSSM or SM is able to constantly adapt to network changes.
[bookmark: _Toc38986429][bookmark: _Toc98348873]5.5.2	OSSM VNFI/VNFCI Tracking
The OSSM and SM are responsible for signing embedded VNF SAs as part of the software catalogue on-boarding process if required by CSP policy. Therefore, the OSSM/SM needs to be aware of all VNF/VNFC types requiring or containing SAs. This information is either acquired through the onboarding process, or by other means outside the scope of the present document. However, the OSSM or SM needs to understand the meaning of all VNF/VNFC types within the MANO VNF catalogue in order to understand the function of any new VNFI/VNFCI when it is instantiated.
A manual process/naming scheme or a standard automated process may be required in order for the OSSM or SM to understand the meaning or function of VNFs in the MANO catalogue.
MANO is required to be able to notify the SM the start of every VNFI/VNFCI instantiation request and subsequent confirmation of the success or failure. This provides the SM and OSSM the basic information required to construct a list of running VNFIs/VNFCIs.
In order to maintain the list, MANO also needs to provide notifications of VNF de-instantiation, so that VNFIs/VNFCIs can be removed from the OSSM's running list.
To support error recovery and auditing, MANO should be able, when requested by the OSSM or OS, to provide a complete list of all current running VNFIs/VNFCIs. The OSSM should be able to establish control over already running SAs following a restart of the associated VNFI/VNFCI. The OSSM or OS should be able to dynamically re-establish control and security associations without requiring a re-instantiation of running SAs.
[bookmark: _Toc38986430][bookmark: _Toc98348874]5.5.3	OSSM VNFI/VNFCI Connectivity Tracking
Assuming the OSSM is able to maintain a running list of VNFIs/VNFCIs, as per clause 5.5.2, then the OSSM also needs to maintain a network map of the interconnectivity relationships between the VNFIs/VNFCIs.
At a minimum, MANO needs to report to the SM the interface connectivity requirements for each VNFI/VNFCI as included in the VNFD for that VNF type, and, for a successful VNFI/VNFCI Instantiation, the subsequent IP address/FQDN naming applied to those interfaces (as known by MANO). For a full NFV network this may be sufficient to determine the full network service connectivity map.
However, where the SDN applies NAT between VNFI/VNFCI connections, or there is other network routing information which the OSSM cannot resolve from the VNFI/VNFCI connectivity information supplied by MANO, then the OSSM may need additional network service layer information. Such information provision to the OSSM is outside the scope of NFV. This is also likely to be an issue in part NFV, part legacy, mixed deployments.
As with clause 5.5.2, the OSSM/SM should be able to obtain sufficient information to re-establish the current VNFI/VNFCI connectivity map following an OSSM/SM restart, or where security monitoring/management is enabled in the network (SAs started) after the first VNFIs/VNFCIs are instantiated.
[bookmark: _Toc38986431][bookmark: _Toc98348875]5.5.4	VNFI Scaling/Migration
A VNFI/VNFCI's scaling or migration will have a number of potential impacts on the OSSMs VNFI connectivity map:
1. If a VNFCI is added to an existing VNFI, the number of, or bandwidth, of the SDN links may change. The OSSM should be able to receive sufficient information over the Sm-Ossm interface from MANO via the SM to understand such changes, as part of the scaling process.
If a VNFI is migrated from one location to another, the OSSM needs to receive sufficient information over the Sm-Ossm interface from MANO via the SM to understand such changes and update the VNFI/VNFCI list and VNFI/VNFCI connectivity map accordingly.
Editor's Note:	Extensions to existing MANO procedures may be required to provide sufficient information to the OSSM/SM as a result of VNFI migrations or scaling.


[bookmark: _Toc38986432][bookmark: _Toc98348876]6 	Security Procedures and Policy Management
Editor's Note: This will contain the flows and messages between the architectural functions including referencing IFA026/033.
[bookmark: _Toc98348877]6.1	Instantiation/Boot Time Concerns
[bookmark: _Toc98348878]6.1.1	General
Editor's Note: Imported from SEC 013, having cleaned up terminology to align with new architecture. Contributions updating the creation of the chain of trust to current thinking may be needed.
This clause describes the instantiation/boot time information flows which can be dynamically executed without user intervention. These are described in detail in figure 6.1.2.2-1 and 6.1.2.3-1. The figures do not describe specific implementation messages or control signals, rather a sequence of pseudo-code-like functional events for provisioning, deploying and activating Security Management.
If an SA is somehow compromised, the SM is responsible for remediation. One option could be to perform runtime inspection of SAs, and/or terminate and create a new SA. SAs can provide failure detection and remediation options, such that remedies can be made configurable and automated.
[bookmark: _Toc98348879]6.1.2	Secure VNF Bootstrap Protocol
[bookmark: _Toc98348880]6.1.2.1	General
This clause describes a secure bootstrapping protocol that can be employed when a VNF is instantiated on an NFVI, and the VNF needs to be securely bootstrapped with its VNFM and/or its EM involving a VNF Bootstrapping Service (VBS) and HMEE [i.4]. This protocol:
dynamically creates initial VNF security credential(s), also known as the root credential(s);
addresses the security of VNF migration and scale out of VNFs/VNFCs events, where each entity can get its own distinct credential(s). Based on policy, multiple VNFs may be able to use the same credential(s) (e.g., in case of scaling-out);
can be used as the basis for VNF policy validation, including licenses and allowed/disallowed-listing checks. It can be used for securely receiving start-up policies, configuration information, and registering itself as an operational VNF;
securely identifies the VNF, and subsequently connects to its VNFM and/or EM. Since the VNF is securely bootstrapped with its manager, the VNF root credential established by this process can be used to derive additional sets of credentials for other VNF life-cycle related usage, such as secure communications, policy delivery;    
handles exceptions, such as re-issuing root credentials, if needed for any reason, including administrative checks;
performs dynamic runtime attestation of the VNF parameters and platform authorization, in situations in which the VNFI policies change and require all VNFs to re-authenticate to their managers.
In order to meet these objectives, a typical implementation of the secure bootstrapping protocol considers successful completion of two protocol phases: 
1. Phase-1: attestation that the VNF is being instantiated in a trustworthy manner through sending a signed report on a given HMEE that contains security related attributes on the HMEE and possibly on code loaded into the HMEE
1. Phase-2: following Phase-1, a first set of secure credentials are installed in the VNF
A VNF requiring secure bootstrapping is assumed to have one or several VNFCs subject to secure bootstrapping. Successful VNF instantiation implies secure instantiation of these VNFCs and according to the security policy. 

Figure 6.1.2.1-1 illustrates the block diagram of the entities involved in the protocol execution, in the context of the ETSI NFV architecture.
Editor's Note: Figure 6.1.2.1.-1 updates vs. previous version: 1) VNF  VNFC; 2) box with VNF/VNFC “higher” than HMEE so that a subset of VNFC is concerned with HMEE.
NOTE: TLS may be used to protect the VBS Agent communication link where the transport of the quote would pass an exposed interface.
Prior to instantiation of any VNF containing a VBS Agent, it is assumed that MANO has been pre-configured for each trust domain (including for each tenant) with the address (e.g. IP address or FQDN) of the default SM (VBS instance).

[image: ][image: ]
[bookmark: FIG_Secure_Bootstrapping]Figure 6.1.2.1-1: Secure Bootstrapping Protocol Block Diagram
NOTE: depending on the HMEE technology, a subset of, or the entire VNFC could be run in HMEE.
		Editor’s Note: it is left FFS the case where one VBS Agent could be shared (i.e., aggregator) among multiple VNFCIs requiring secure bootstrapping on the same host. Such aggregation should be investigated from a trust domain and isolation perspectives. Benefits of aggregating and bringing potentially several different VNFs requiring secure bootstrapping under the same VBS Agent umbrella must be carefully evaluated. A shared agent is expected to impact the trust model. 

It is assumed that the NFVI and the MANO platforms follow a secure boot process, and that the secure boot chain of trust extends to the VNFCs. It is further assumed that the NFVI contains Hardware-Mediated Execution Enclaves (HMEE) and that this HMEE has been securely bootstrapped with the SM.
The main functions for this protocol include:
1. VNF Bootstrapping Service (VBS): The VBS is contained within the SM. The VBS is responsible for managing the bootstrap process from the trust anchor perspective. There might be one or more VBSs in the system.
NOTE: not every SM will necessarily have the VBS instantiated in it.
VBS Agent: This is a component within VNFCs. Each VNFC requiring secure bootstrapping (including Security Management VNFs and stand-alone SAs) will contain a VBS Agent, which is responsible for performing the functions and terminating the interface messages required for securely bootstrapping the VNF. To reduce the risk of compromise of sensitive data, the VBS Agent should include use of an HMEE.
Hardware-Mediated Execution Enclave (HMEE): This protocol does not define a HMEE. A hardware-mediated execution enclave (HMEE) is described in ETSI GS NFV-SEC 009, clause 6.16 [i.4].
Editor’s note: IETF RATS WG addresses objectives similar to the secure bootstrapping protocol in separate documents, at least for Phase-1. RATS defines several roles (Attester, Verifier, Relying Party, etc.), which can be mapped to the above functions. The following is an example of mapping: RATS Attester is mapped to the SA part executing in the HMEE and includes the Attester capability; RATS Verifier (and eventually Relying Party) is mapped to the VNF Bootstrapping Service contained in the SM. As per RATS architecture, the attester is assumed to execute in a trusted execution environment, i.e., HMEE. Other roles in the RATS architecture, such as Endorser (e.g., manufacturer of HMEE specific technology) provide services for the attestation protocol in terms of allow-listing, reference values, policy rules, etc. 

Figure 6.1.2.2-1 describes one alternative to implement the system functional flows of the secure bootstrapping protocol that would be executed within ETSI NFV defined components. This flow begins prior to VNF (and SA) instantiation, when a VNF has been instantiated but is not yet active, when a VNF needs to be securely bootstrapped with its VNFM and then with its EM, or when explicitly desired by the VNFM or EM for runtime attestation of the platform. There may be additional cases in which this protocol would be executed.
This protocol further relies on the trust guarantees of the following:
1. That the NFVI and MANO components follow the secure boot process.
The HMEE within each NFVI platform has been securely bootstrapped with the VBS.
Editor’s note: based on RATS Trust model, the Verifier is attested, and the Attester must be trusted by the Verifier. The RATS trust model considers: 1) an Attester must trust entities to which it conveys Evidence, to not reveal sensitive data to unauthorized parties; 2) the Relying Party might implicitly trust a Verifier; 3) the Verifier trusts manufacturer of HW RoT; 4) the Endorser, Reference Value Provider, and Verifier Owner may need to trust the Verifier before giving the Endorsement, Reference Values, or appraisal policy to it.
The VBS and the VNFM/EM have been securely bootstrapped.
Editor’s note: based on RATS, the VBS instance is attested and up and running before VNF instantiation. Similar to RATS, the Trust Computing Group published guidance, which covers attestation requirements, attestation roles, attestation verification, attestation and device life-cycle management, freshness and recentness, device patterns.
The security protocols defined herein, rely on unique system wide identifiers for every element of the protocol endpoints. These identifiers may be uniquely generated by a Random Number Generator (RNG), may be manually assigned, or use random Globally Unique IDentifiers (GUIDs).
The protocol shall terminate if any of these guarantees does not hold, if the HMEE is missing or is not properly configured, or if any of the functions or entities involved in the secure bootstrapping protocol is not reachable (e.g., the VBS Agent for a particular VNF/VNFC requiring secure bootstrapping is missing, the VBS contained in the SM is not bootstrapped). If protocol is thus terminated, then MANO and SM shall be notified with a signal as appropriate per policy. The service provider security policy shall state the actions in case the protocol terminates with unsuccessful VNF secure bootstrapping. An example is: accept VNF instantiation but treat it differently and/or place it in quarantine.
[bookmark: _Toc98348881]6.1.2.2	Secure bootstrapping protocol
The choice between pre-provisioning and dynamic/automated provisioning of security management is presented to the security administrator. If pre-provisioning security management is chosen as the infrastructure policy, then the SAs are deployed as part of the NFVI. SAs can also be dynamically provisioned, in a scale in/out manner. VIM deploys and instantiates various SAs on NFVI and within MANO. SA options (e.g., SAs like IDS, IPS, Firewall, DLP, Security Monitoring Agents, Telemetry Collectors) will be presented in the SM. Deployment policies may also dictate specific types and numbers of instances of SAs to be pre-provisioned or dynamically deployed into the infrastructure. The SM validates and performs runtime management to ensure that all the required SAs are deployed, instantiated and activated per policy.
The protocol description in Figure 6.1.2.2-1 represents one alternative of secure provisioning in case of VNF instantiation requiring secure bootstrapping with VBS.
NOTE: The exact definition of the different steps and handling are not presented in the current document. 

The VBS instance shall ensure that VBS server-side protocol messages are correlated with VNF events related to resource allocation (e.g., VNF instantiation, scaling-out, healing) and according to the service provider policy.

NOTE: For example, attestation requests should not be triggered in case of isolated attempts for VNFC instantiation outside the scope of a VNF instantiation or outside the scope of scaling-out operation, in which case VNFC instantiation should fail. The example in Annex A illustrates one alternative of realizing this correlation.

Editor’s note: this might require extra work in another specification to check this type of binding (e.g., IFA033 may need updates). 





[bookmark: FIG_Sec_Bootstrap_Prot_System_Func_Flow]Figure 6.1.2.2-1: Secure Bootstrapping Protocol System Functional Flow
A VNFC instance maps to a single VM in case of hypervisor-based virtualization or to one or several OS containers for OS container virtualization. The VIM verifies the VM images when they are imported into VIM after VNF package onboarding. 
The secure provisioning in case of VNF instantiation requiring secure bootstrapping cf. Figure 6.1.2.2-1 works as follows:

1. VBS shall have been initialized. Further details of step 1 for this protocol are not defined in this document but are assumed to be responsibilities of the system and security administrators. For example, this step of offline bootstrapping enables enforcing the policy checks required in this protocol (e.g., allow-lists, reference value provisioning, attestation appraisal policy rules).

2. Instantiation of VNF is triggered within NFV-MANO, e.g., in case of NS instantiation. 

At VNF instance resource provisioning, the VNFCs subject to secure bootstrapping and according to the security policy are instantiated following steps 3 to 17.

3. If the VNFC is VM-based, then VIM triggers instantiation and configuration of the virtualized resources part of the VNFC (step 3). 
4. If the VNFC is based on OS containers, then CISM triggers instantiation and configuration of the virtualized resources part of the VNFC (step 4).

At this stage, the VBS start-up parameters are either available (pre-configured) or need to be acquired (step 5 and 6).
	
5. If the VBS parameters are not available (i.e., they are not pre-configured), then the VBS parameters are acquired through interacting with the VBS instance.

6. The VBS start-up parameters acquired through interacting with the VBS instance in the previous step are made available to the NFVI instance (in case of VM-based VNFC) or to the CIS instance in case of VNFC based on OS containers.

7. If the VNFC is VM-based, then the VM image signature should be verified by the hypervisor.

NOTE: Not all hypervisors are known to support VM image signature validation at VM image booting. The support of VM image validation at instantiation should be known in advance. Not only the hypervisor could be responsible of this aspect. The security policy dictates whether the instantiation may happen without validation. 

8. If the VNFC is VM-based, then the VM image is launched and step 10 follows.

9. If the VNFC is based on OS containers, then the CIS instance verifies the container image(s) signatures at CIR image pulling and launches the container(s) and step 10 follows.

10. The VBS instance parameters are made available for the portion of SA software executing in the HMEE and responsible with secure attestation and bootstrapping.


Editor's Note: "Security Group" is suspiciously close to NFV SEC's "trust zones" but is not formally defined yet. We will need formal definitions of 1) Trust zones, 2) Security Groups, and their relationship. Consider comparing the term "security group" to "sub-trust zones." There may exist a third categorization class under the concept of trust related to API access. Settle on "trust zone" or "trust domain"  - don't use both.
Security Management VNF descriptors comprise of tags that define security requirements. As such an SM will need to be notified if the VNF descriptors change, since the SM defines the Security Groups and forms association of VNF descriptors to Security Groups. This defines the VNF's Security Group membership. VNF descriptors also make Security Group memberships dynamic and as the descriptors change, a VNF could change group membership. Each Security Group can have a Security Policy bound to it, which also defines the virtual security management control to be inserted. Since the SM is notified about changes of those descriptors, it would then run the necessary provisioning steps, including this Secure Bootstrap protocol.
NOTE: VBS start-up parameters(e.g., VBS public key, IP address or FQDN) are not detailed in the present document.
Editor's note: we have no formal definition of a "platform," never mind a "platform ID"
The NFVI virtualization management/host OS layer registers these start-up parameters with the platform HMEE. At this stage, the VNF operationState is Processing. 
11. An indication of secure boot is triggered towards the VBS instance (SM) in step 11.

12. The VBS instance responds to the request in the previous step by sending an attestation request including a nonce (SM-nonce in step 12). 

13. The VBA Agent requests the HMEE with an attested quote (step 13) including the SM nonce. 

At this stage, a key for attestation purposes may be available or may be generated in the HMEE in step 14.

14. If an attestation key is not already available, then such a key is generated inside HMEE. A typical implementation considers generating a VNF Public/Private key pair for attestation purposes.

NOTE: different protocol implementations may rely on other types of VNF attestation keys, such as symmetric key or group signing keys, etc.

The attestation key shall be proved to be bound to the HMEE instance and shall serve only a limited set of cryptographic operations related to secure bootstrapping and attestation in step 15. 

15. In case the attestation key is generated in the previous step, the mechanisms (e.g., a dedicated protocol) to register and prove its association to the HMEE instance are not defined in this document.

16. One or a set of measurement reports are generated and an attestation quote is produced, which covers, among others, the SM-nonce. An example of quote generation is provided below.

17. The VBS Agent then executes the VBS Capture Protocol with the VBS, and upon successful completion of all the steps, initiates the VNFC.
An example of attestation quote generation process in an HMEE (step-16) is illustrated in Figure 6.2.2-2: 
Input to quote generation is represented by the Attestation Information, which covers various data, including the SM Nonce.
Typical implementations consider hashing the Attestation Information and signing the resulted digest.
The Attestation Key binding to the HMEE and its hosting hardware is realized using hardware specific keys. The quote data generated allows verification of this binding.


Figure 6.1.2.2-2: Example of Quote Creation Process in an HMEE
Analysis of the HMEE Quote:
The VNF-IDs allow multiple instances of the same VNF-Image to be instantiated on the same platform.
Platform-ID identifies the platform on which the VNF instance will be activated.
The HMEE binds the VNF Image, VNF Descriptor, VNF Instance, Platform, VBS, and VNF Public Key.
The secure provisioning of the HMEE with the VBS, and the VBS with the VNFM and the EM is essential to hold the security properties of this protocol.
This protocol is optimized for performance, but can be made tighter by including hashes into subsequent hash and signing operations.

[bookmark: _Toc98348882]6.1.2.3	Seeding information upon security function start-up:
Prior to the booting of security functions, the appropriate security and policy configuration information (e.g. which VNFM and EMs to connect to) will be seeded into the SA by the SM. Once the VNFI is running, the seeded data is extracted, the SA executes the secure bootstrapping protocol, and then securely acquires security credentials which are then and used by the SA for connecting to its corresponding VNFM and EMs.
The Secure Capture protocol in steps 11-14 from Figure 6.1.2.2-1 is described in the figure 6.1.2.3-1. The Secure Capture protocol is a 4-way handshake that enables secure binding of the VNF (VBS Agent) with the VBS. The security properties offered by this 4-way handshake include: Session separation, session liveness, protocol freshness, replay protection, integrity protected handshake, protection from masquerading attacks, Man-In-The-Middle (MITM) protection, and whitelist checking based on the security policy of the deployments.
[image: ]
[bookmark: FIG_Secure_Capture_Protocol]Figure 6.1.2.3-1: Secure Capture Protocol 
The secure Capture protocol messages in Figure 6.1.2.3-1 are described below.
Message M1: VBS Agent  VBS: Start:
The Start message that kicks off the Capture protocol with a uniquely generated fresh Nonce. A Nonce is a random number of adequate size.
Message M2: VBS  VBS Agent: Start-Resp:
Caches the session identified by Nonce-N1.
Generates the Nonce-N2 and sends both Nonces back, with the message signed by the Private Key of the VBS.
Message M3: VBS Agent  VBS: Register-Req:
Verifies VBS Signature, Verifies the Nonce-N1.
Caches the session of Nonce-N1 and Nonce-N2.
Appends the Quote-Q, which is signed by the HMEE of the platform.
Generates and sends the Credential Request, in addition to the VNF-ID, Platform-ID, and it's Public Key (PubKey-VNF).
Signs the message with its Private Key (PrivKey-VNF).
Message M4: VBS  VBS Agent: Register-Resp:
Verifies VNF Signature, Verifies the Nonce-N1 and Nonce-N2 for session instance.
Verifies Quote-Q with the Public Key of the Platform HMEE.
Verify the VNF instance, VNFM, EM against whitelists.
Creates the root security credential(s), or retrieves an appropriate root key credential(s) for this VNF. This credential can be a signed public key, a signed token or any other credential depending on the security infrastructure and policies.
Generates and sends the Nonce-N1, Nonce-N2, Credential, VNFM IP address, EM IP address, and VNF-ID, message, signed by the Private Key of the VBS.
Message 4 Processing by VBS Agent:
The VBS Agent verifies the message signature, Nonce-N1, Nonce-N2.
The VBS Agent secures the received Credential.
The VBS Agent is ready to activate the VNF.
The VNF can use this security credential to securely connect with their VNFM and EMs.
[bookmark: _Toc98348883]6.2	Run-Time Concerns
[bookmark: _Toc474245103][bookmark: _Toc474248978][bookmark: _Toc474829537][bookmark: _Toc476037137][bookmark: _Toc476037280][bookmark: _Toc476037925][bookmark: _Toc476038254][bookmark: _Toc476057137][bookmark: _Toc98348884]6.2.1	Initial Personalization and Policy Provisioning
SAs will each perform secure protocol exchange with the SM to enable each SA to establish secure connections with their respective VNFM and EMs which have secure access to the personalization data. The VNFM and EM will personalize their SA(s), for instance, performing set name, security policy groups, per-tenant policies, and any additional configuration parameters and necessary state information.
Subsequent to the successful secure launch and instantiation of a VNF, and successful completion of the VNF Secure Bootstrapping protocol as defined in the previous clauses, the VNF is activated. As discussed earlier, these VNF protocols are applicable to SAs, VNFs, VNFCs, and application workloads. This VNF now needs to be personalized, which includes secure configuration with initial set of parameters, provisioned with appropriate meta data and state, establishing state for inter-VNF connections as in Service Function Chains, and seeded with any other VNF-specific information. Personalization also includes secure delivery of VNF vendor specific private information, including security credentials, as identified in [1].
VNF personalization is followed by a secure delivery of a start-up set of policy and behavioural parameters for that VNF. These VNF policies and parameters are usually dynamic and dependent on deployment security policy and procedures. Policy can be delivered at initial post-secure bootstrap time and also during active execution of the VNF. Secure policy updates to VNFs are necessary to maintain consistent state across the entire system deployment, including NFV and traditional networks.
For NFV systems, the personalization and policy protocols are dynamic and automated. In an orchestration-driven system, VNFs will be dynamically and securely installed, and expected to follow the protocols defined in figure 6.2.1-1:
[image: ]
[bookmark: _Ref421795850]Figure 6.2.1-1: Secure VNF/SSA Personalization and Policy Protocol: Initial Provisioning
Personalization and Policy Protocol for Initial Provisioning is described in this clause. A necessary prerequisite is the prior secure and mutually authenticated establishment of encrypted, integrity and replay protected communication channels between the various management entities: OSSM  SM; SM  VNFM/EM. The secure bootstrap protocol enables a secure channel between the dynamically instantiated VNFs and their VNFM and EMs:
1. At the successful execution of the Secure Bootstrap protocol, the VNF has been secure instantiated and provisioned with the IP address (or any other reachability mechanism) of its VNFM and EM, and the initial root security credential(s) that uniquely identifies and would be used in a mutual authentication between this VNF and its VNFM/EM.
In a secure, OOB provisioning step, the SM will provision the VNFM and EM with the VNF_ID, Platform ID, and the same Security Credential that the SM provisioned into the VNF. This step is a prerequisite for the secure and trusted established communication channel between the VNF and its VNFM.
The VNF and the VNFM/EM perform a mutually authenticated key exchange procedure using the security credentials provisioned in the steps above. This choice of mutual authentication security protocol will be established by the security policy of the NFV deployment, and in most scenarios may be TLS.
Once the secure and trusted channel is setup, the SA/VNF opens a management channel to its VNFM/EM. This channel is now used by the VNF to communicate management information (logs, alerts, statistics, etc.) with its VNFM/EM.
At the time a new tenant, network, service or capability is provisioned within the OSS/BSS, the OSS/BSS system communicates this new tenant, service, or network provisioning to the OSSM.
The OSSM is responsible for securely communicating the new tenant or service information to the SM, which will associate a set SAs with the tenant, service or network. This is based on the security policy of this new tenant, service, or network designed by the SM. Policies are identified with Tenant ID, and associated with configurable security groups or other programmable structures or databases established in the NFV deployment. In most cases, a tenant domain administrator may also assign and deploy their appropriate SAs to their workloads for NS-level security management. It is expected that the NFVO and the SM have a secure mutually authenticated channel. Establishing this secure channel is outside scope of this procedure.
The SM updates the appropriate internal database with the new policy for the tenant, service or network, and the associated security group(s) or other security policy information. This allows long term retention and access of sensitive security policy information. The contents of this database may optionally be encrypted, based on NFV deployment security policy. The policies will exist in the OSSM system as well. It is envisioned the OSSM and SM are broad systems and maintain their separate databases for policies including formats, storage encryption requirements, different access controls, etc. Over time, the OSSM and SM policies may merge into a unified DB.
The SM distributes the new security policy across to all VNFMs and EMs that are responsible for managing the SA/VNFs. This policy distribution has to happen over a reliable protocol, with the SM maintaining state and ensuring policy consistency and delivery assurance across the entire network. In some tenant administrative domain cases, the Tenant's SM delivers policy to their VNFMs and EMs that manage their Physical Network Functions or Hybrid Network Functions. All messages in this step shall be signed and integrity protected, such that the receiving entities only enforce policies that are verified as integral, and originating from the SM.
The VNFM(s) and EMs push the VNF personalization data to all their VNFs that are affected by the new tenant, service, and/or network provisioning. This personalization data distribution has to happen over a reliable protocol with the VNFMs/EMs maintaining state and ensuring that all VNFs/SAs have received the personalization data. Personalization data includes secure configuration data, initial set of VNF parameters, meta-data, connection information about other VNFs, vendor-specific information, performance, traffic engineering, and QoS parameters and policies, etc. These are the data and components that the newly instantiated VNF needs to get ready for processing workload traffic.
(a)The VNFM(s) or EMs push the tenant, service, and/or network policy to all their SA/VNFs. This policy distribution has to happen over a reliable protocol with the VNFMs maintaining state and ensuring that all VNFs have received the policy data. The policy list includes tenant specific security processing policy, security traffic policy, security groups, network services processing policy, etc.
(b) In some cases, in which the SAs associated with a VNF run in a different trust zone than the VNF, the SM may push policies directly to the SAs, without passing through the VNFM.
Note: It is an deployment decision whether to perform steps (a), (b), or (a and b), based on the purpose of the SAs (one policy to all, or bespoke policies to each SA). 
On successful completion of all Personalization and Policy updates, the VNFM(s)/EM(s) report back to the SM. The VNFM(s)/EMs will also report back all failures and errors that might have occurred. The SM will process all responses and issue alerts and status updates to the Security administrator, including securely logging.
On receiving all successful responses, the SM will activate network wide security policy for the traffic. To enable and activate traffic for the tenant, the SM will securely communicate with network-wide traffic switching elements, including SDN Controllers, Openstack Neutron Plugins, various virtual and physical Switch/Router Managers, etc.
SAs in the NFVI virtualization/base OS layer and physical devices will follow the VNF Secure Bootstrap protocol and VNF Personalization and Policy protocols as described here-in. In addition, these protocols will be followed by other tenant workloads.
In normal NFV operation, security management VNFs will be instantiated and triggered with personalization and policy information as per protocols defined above. In a dynamic and automated NFV deployment, it is expected that existing services, tenants, networks policies will be updated and would have to be securely and consistently pushed across the NFV deployment, including to any physical/hybrid network functions, as dictated by the security policy.
This security and management update can occur in many scenarios, including addition or removal of tenants, tenant workload migration, update tenant's SLA and QoS, geo-based or regulatory requirements updates, failures or High Availability (HA) configurations of current VNFs, etc. Security policy updates are also expected as a remediation action of the automated security response within an NFV deployment, especially for security threat mitigation, malware response, network DoS attacks, and other such threat remediation scenarios.
The SM is expected to orchestrate the new security policy across the NFVI administrative domain, and within each tenant's virtualised and physical deployments. Security management policies are part of administrative domain of NFVI hence are orchestrated from the NFV SC. Tenants also have their security management policies that can be orchestrated by the tenant's SMs to their SAs.
[bookmark: _Toc98348885]6.2.2	Runtime Personalization and Policy Updates
Policy associations between VNFs and SAs are provisioned, for instance, when tenants or new services (VNFs) are provisioned. Tenant VNFs can be put into groups based on various criteria and those groups can be assigned services exposed by SA security management devices. The SM can then push down security policy associated with the VNFs groups to the SAs. These policies that are then propagated across all SAs. This enables a set of SAs to apply the security functions' policies uniformly across the NFV deployment, no matter which SA processes that data, management and/or control traffic.
SAs may interact with the virtual switch and the physical network infrastructure to translate that mapping of VNF group to policy before handing off traffic to the SA. A VNF group may be based on traffic type (e.g. VLAN, MPLS, GTP, etc.) and their associated security policies that will be enforced by the SA. These mapping may change due to any number of reasons including new tenants joining, tenants leaving, traffic engineering, workload balancing, etc. When this happens, the OSS/BSS system conveys these changes to the NFV SC, which then automates the distribution of the new policy to the SAs.
This process is described in Figure 6.2.2-1:
[image: ]
[bookmark: FIG_Sec_VNF_Perso]Figure 6.2.2-1: Secure VNF Personalization and Policy Protocol: Provisioning Update
It is assumed that the Provisioning and Policy Protocol - Initial Provisioning, as described above, has successfully been executed:
1. The SAs and the VNFM/EM have a secure, mutually authenticated channel, as described in earlier flows. The same channel may be used, or as per NFV security deployment policy, a new secure channel may be set up for this procedure to ensure security credentials are still current and active.
A system event may trigger the Secure VNF Personalization and Policy update procedure. As described above this trigger may be add/remove tenants, response to a network or system threat, site security policy updates, etc. These system events may be automated, manual, time-driven, and/or dynamic.
The new security policy is added by the SM triggered by events from the OSS/BSS and OSSM, and security management analytics system.
The SM will update the new security policies, security groups, and other associated configurations into the appropriate SM database. Update of this secure database will follow the same security procedures as were used for Initial Provisioning steps of this protocol.
The SM will send a secure policy update to all affected VNFMs/EMs. The SM tracks the VNFMs/EMs for all SAs in all deployments. All messages in this step shall be signed and integrity protected, such that the receiving entities only enforce policies that are verified as integral, and originating from the SM.
The VNFM(s) and EM(s) will push new policy updates to all affected SA/VNFs,. This update will follow the same secure and reliable delivery that used in the Initial Provisioning steps of this protocol. It is important that the SAs behaviour follow the prescribed security enforcement procedure. This means that based on the pre-set security policy or the update priority or flags, an SA may immediately abandon its execution, gracefully exit, block all traffic, continue execution until another trigger, etc. 
(b) In some cases, in which the SAs associated with a VNF run in a different trust zone than the VNF, the SM may push policies directly to the SAs, without passing through the VNFM.
Note: It is an deployment decision whether to perform steps (a), (b), or (a and b), based on the purpose of the SAs (one policy to all, or bespoke policies to each SA). The VNFM(s) and EM(s) will report success back to the SM, similar to the Initial Provisioning steps of this protocol. At this point, the new security policies have been pushed into the entire network (incl. NFV, Physical and/or hybrid networks).
Based on security policy of NFV deployment, the new policies are now activated by the SM. This follows same procedure as specified in the initial provisioning steps of this protocol.
Successful execution of this update protocol should ensure a more secure, consistent new state of the NFV deployment, including mixed deployments with physical security functions.

[bookmark: _Toc98348886]6.3	NFV Security Management Principles
Secure management and administration of the NFVI and NFV-MANO is critical for the security of a virtualised network.  The following describe the basic principles for such secure management.
a)	Best practice for network administration is applied to administration of the NFVI.
b)	Administration of the NFVI is only available over mutually authenticated, encrypted and integrity protected channels or APIs.
c)	All channels or APIs are separated from each other and use separate credentials.
d)	The number of privileged accounts for the NFVI is constrained to a minimal manageable number to meet the CSP’s needs.
e)	NFV-MANO and NFVI administrators do not have any privileged rights to other services within the CSP.
f)	NFV-MANO and NFVI administrators are only provided with the privileges and accesses required to carry out their role.
g)	NFV-MANO and NFVI administrators do not have access to workloads running within the virtualised environment.
h)	NFV-MANO and NFVI administration access is limited to best practice configuration methods (e.g. authorised API calls).
i)	Internal components within VNFs are not able to directly connect to entities or management functions outside of the network trust domain, except via interfaces that are explicitly part of the VNF security design.
j)	NFV-MANO and NFVI administration is automated wherever possible.
k)	Manual administration of the NFVI is by exception and raises a security alert.
l)	Functions that manage the administration and security of the NFVI (e.g. MANO) are physically separate and do not run on the same NFVI as the NFs they manage.
m)	Functions that support the administration and security of the NFVI are treated as security critical functions.

[bookmark: _Toc98348887]7	Security Monitoring and Analysis


[bookmark: _Toc98348888]8	End to end lifecycle
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Remote attestation quotes correlation with VNF resource allocation events

Editor's note: the NFV-MANO interfaces used for the availability of the VNF LCM ID to the VBS Agent should be checked.

Editor's Note: the NFV-MANO interfaces used for the availability of the VNF LCM ID to the VBS should be checked. 

As described in clause 6.1.2.2, the Secure Bootstrapping Protocol is applicable to both VM- and container-based VNFs. The VNF requiring secure bootstrapping with the VBS and HMEE is assumed to have one or several VNFCs subject to secure bootstrapping with remote attestation and HMEE. Successful instantiation of such VNF implies secure instantiation of these VNFCs and according to the tenant’s security policy. These VNFCs are not to be individually instantiated and successfully attested outside the context of a VNF event related to resource allocation, such as VNF Instantiation, Scaling-out, Healing. In other words, the remote attestation procedure of these VNFCs is to be correlated with the VNF LCM events such as VNF Instantiation, Scaling-out, Healing, as per the tenant’s security policy. 

The current clause describes one alternative to realize this correlation requiring the following:

1. have the SM consume relevant information on the remote attestation for every VNF composed of VNFCs subject to secure bootstrapping with VBS and HMEE. Several types of information are derived by SM, such as: the VNFCs expected to be remotely attested alongside the eventual number of VNFC instances that are permitted to be attested; in some cases, an attestation time-window may be available.
2. use a VNF LCM ID related to the VNF instance as part of the input to the procedure of correlating attestation quotes received by the VBS with selected VNF LCM events. This ID identifies the VNF LCM event context and is set by NFV-MANO before the attestation phase (i.e., before step-11 in Figure 6.1.2.2-1). The SM can be notified by NFV-MANO on these VNF LCM events.
NOTE-1: based on the current standards, there is no guarantee for the necessary and sufficient VNFC instance IDs related to VNFC instances (i.e., to identify the allocated virtualized compute resources) to be available in order to implement a straightforward correlation with the attestation quotes, when these attestation quotes are recorded by the VBS. More specifically, although the VnfInstance object is created and maintained by the VNFM at step-2 in Figure 6.1.2.2-1, there is no guarantee that the InstantiatedVnfInfo IE containing the VnfcResourceInfo IEs (with standard VNFC IDs) is populated before the bootstrap of all VNFCs which are part of the VNF. During this bootstrap, the VNF is in state NOT_INSTANTIATED. Only after the whole LCM operation (VNF Instantiate) is in status COMPLETED, the VnfcResourceInfo IEs (for every VNFC part of the VNF) become available. 

NOTE-2: if standard VNFC IDs from the VnfcResourceInfo IEs were available during the attestation phase and taken as input to the quote generation (Figure-6.1.2.2-2) as “user-data”, then the VBS could compare the VNFC IDs received from MANO in the VNF Instantiate LCM event with those contained in the received attestation quotes.

3. implement an attestation quote correlation at the VBS (SM) level, by computing a fingerprint of the VNFC image by both the VBS agent and the VBS to be checked during the secure bootstrapping procedure; this fingerprint is combined with the attestation quote (signed and sent by the VBS Agent executing in the HMEE), using the relevant information described above. The fingerprint represents here any characteristics that can be computed from the VNFC image such as, for example, a hash value of the VNFC code image.
NOTE-3: the SM indicated in this clause is the SM embedding the VBS.

The next two STEP-1 and STEP-2 provide details for this alternative. 

STEP-1 (prior to VBS protocol execution): the SM (VBS) derives relevant information on VNFs requiring secure bootstrapping with VBS and HMEE. 

For every VNF composed of at least one VNFC requiring secure bootstrap with VBS and remote attestation, the following information could be conveyed to the SM from the VNF package: 

a. Info-A: The set of VNFCs subject to the remote attestation procedure for the given VNF package. 

b. Info-B: The maximum number of instances that can be attested and running for a given VNFC. In other words, there may be a maximum number of attested VNFC instances at any time. 
c. Info-C: A parameter with a meaning of “attestation-time-window” for the VBS as follows: once the SM is notified the VNF LCM event (e.g., InstantiateVnfRequest) by NFV-MANO, then the remote attestation quotes for the one or several VNFCs, part of the given VNF requiring remote attestation, are expected to be received by the VBS during a time interval of attestation-time-window units of time (e.g., minutes). This parameter may be set by the VNF provider.
Embedding the above information in the VNF package can be achieved in different ways. Alternatives include:

· For Info-A, relying on a specific remote attestation attribute in the “NFVI constraints” attribute of the VNFD or on the HMEE “security capability” from the “NFVI Platform Capability Registry” (in case where use of an HMEE also implicitly requires remote attestation). Note that different HMEE types can be present, are not interchangeable, and affect the exact syntax of the attestation reports. 
· For Info-B, relying on the vdu_profile from VNFD for the maximum number of instances. 
· The following example of “vdu_profile” attribute in VNFD, indicates for a given VNFC the number of replicas to be run at any time (here, minimum 2 and maximum 5 instances of this VNFC): 
· Example: 
· vdu_profile: 
min_number_of_instances: 2 
max_number_of_instances: 5

· Via other artifacts in the VNF package 
From these Info-A/B/C items above, and as a minimum, the following three relations are built by the VBS following, e.g., every VNF package onboarding:

1) , where VNFset is the set of VNFs onboarded and the VNFCset is the set of VNF components (part of these onboarded VNFs), which require remote attestation with VBS and HMEE
Example:   means that VNF_A includes the several  components that are subject to remote attestation when VNF_A is instantiated

2) . 
There may be reusing of a VNFC in different VNFs and the requirement for remote attestation for a same VNFC may be different in different VNFs.
Example:  means that the  component m can have a maximum five simultaneous instances that can be attested when VNF_A is instantiated. Any more attestation requests corresponding to instantiation attempts of this component should be refused by the Verifier as long as there are five running VNFCIs. 

3) , means that the remote attestation of a VNF (part of VNFset) implies that the remote attestation quotes for the corresponding VNFCs should arrive to the VBS during a time interval (e.g., in minutes) after the VNF LCM event (e.g., VnfInstantiateRequest).
Example: , means that the attestation quotes from the VNFCs of  must reach the Verifier in less than 1 minute after the SM is notified the VnfInstantiateRequest for .

STEP-2 (during the VBS protocol execution): the VBS correlates the attestation quotes with VNF LCM events. 
This step reuses a VNF LCM ID computed by NFV-MANO and associated with the context of the VNF LCM event. Taking the VNF instantiation as an illustrative example of VNF LCM event, this ID (hereafter referred to as “ID_VNF_instantiate”) may be implemented by the standard lifecycleOperationOccurrenceId ID: an identifier of the LCM operation associated with the grant request originating the VNFM (ref. ETSI GS NFV-IFA 007). This ID_VNF_instantiate is received by SM on a secure channel (i.e., TLS). It is also received as a boot configuration parameter by the VNFC instance when it boots.

Editor's Note: Threat model for the VBS to MANO channel may need to be reviewed, with MANO acting as an authenticated TLS server.
This STEP-2 includes fingerprinting the VNFC image, quote generation by the VBS agent in the HMEE covering this fingerprint, and correlation of quotes with the ID_VNF_instantiate according to the following three sub-steps:

1. [bookmark: _Hlk86344089]Sub-step-1 – on the SM side: the SM uses ID_VNF_instantiate to compute a fingerprint of the VNFC instantiation. For example: 
Where: 
· hash() is a one-way function such as a hash function (e.g., SHA-3).
· imagei is the VNFC image to be instantiated.
· “||” is the concatenation operator.
NOTE-4: although sufficient for a single-MANO deployment, this fingerprint may be enhanced to cover the VNFM_ID, i.e., the identity of the VNFM having allocated ID_VNF_instantiate.
Based on the pre-computed  relation in STEP-1, the SM is able to identify and compute the SMfingerprints set for the corresponding VNFCs and as soon as the  is available. 
2. Sub-step-2 – on the VNFCI side: The VBS agent computes the same as above () and includes it in the quote generation as “user data”. Then, the remote attestation quote is sent to VBS in step-17 – Figure-6.1.2.2-1. 

NOTE-5: depending on how the VNF package is delivered, the hashimages of the VNFCs may already be delivered by the VNF vendor in the VNF package if the VNF Package is built with “Option-1” in ETSI GS NFV-SOL 004.
3. Sub-step-3 – attestation quote correlation on the SM (VBS) side:

a. [bookmark: _Hlk86356840]Having started an eventual timer for a duration of  upon reception of, e.g., VnfInstantiateRequest, the VBS receives attestation quotes computed by various VBS Agents and validates that each quote is in the context of a current VNF instantiation. The following checks should all succeed for the VNFCI to be considered successfully attested:
i. The attestation quote signature is verified, and reference values are checked for this quote
ii. The ID_VNF_instantiate in both fingerprints (computed by SM and by the VBS agent) is the same
iii. The quote is received according the known  relation
iv. The number of quotes including the same hashimage is according to the known  relation
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conditional (hypervisor capability)

7. verify VM image signature
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all secure VNFCs bootstrapping

15. RegisterAttestKey
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SA
(VBS Agent)



SM 
(VBS Server)



System flows leading up to the VBS capture protocol were successfully executed



Verify Nonces,
VBS Signature



1
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M1: Start (Nonce-N1)



10…



M2: Start-Resp (<Nonce-N1, Nonce-N2> Sign-PrivKey-VBS)
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M3: Register-Req (<Nonce-N1, Nonce-N2, Quote Q, CredReq(),



VNFID, PlatformID, PubKey-VNF> Sign-PrivKey-VNF)



Verify Nonces, VNF Signature,
Quote-Q, Whitelists



CreateCredential() or
RetrieveValidCredential()



M4: Register-Resp(<Nonce-N1, Nonce-N2, Credential, VNFM-IP-Addr, EM-IP-Addr, VNFID> Sign-PrivKey-VBS)
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Verify Nonces,
VBS Signature, Activate VNF



Continue with step         in main diagram15
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SA/VNF OSSM VNFM or EMSM



Initial State - VNF Secure Bootstrap Protocol executed successfully
Secure BS protocol provisioned



 VNFM/EM IP Add, Sec creds
SecProvSC-VNFM



(VNF-ID, Platform-ID, Sec Cred)
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Establish mutually authenticated secure transport channel (Sec Credentials)



Tenant, Services, 
Network Information5
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Final State - SA VNF personalized and policy initial provisioning successful



Management channel traffic - Logs(), Alerts(), Stats(), …



SetPolicy
(Tenant-ID, Policy)



SetPolicyOnAll SA/VNFs
(SecurityGroupID, Policy)



Update database, associates policy
with VNF sec. groups and SA/VNFs7
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PushPersonalization (VNF-ID, PersonalizationParamsList)
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PushPolicy (VNF-ID, SA-ID, PolicyList)



10a



Personalization and policy pushed
successfully to all affected SA/VNFs
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Activate network-wide policies - 
comms with SDN, virt./phys. switches12



PushPolicy (VNF-ID, SA-ID, PolicyList)



10b
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SA/VNF OSSM VNFM or EMSM



Initial State - VNF secure personalization and policy initial provisioning protocol executed successfully



Manual/auto policy update triggered by
tenant, network, admin, threat mitigation, etc.



UpdatePolicyOnAll SA/VNFs
(SecurityGroup-ID, Policy)
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Use existing or new mutually authenticated secure transport channel (Sec Credentials)



Update database - associates
new policy with VNF Security 



Groups and SA/VNFs
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Final State - Network wide SA/VNFs updated with new policy



UpdatePolicy
(Tenant-ID, Policy)



Personalization and policy update
pushed successfully to all SA/VNFs



7



6a
PushPolicyUpdate (VNF-ID, SA-ID, PolicyList)



Activate network-wide new policy - 
comms with SDN, virt./phys. switches



6b
PushPolicyUpdate (VNF-ID, SA-ID, PolicyList)
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