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[bookmark: For_tbname]This Group Report (GR) has been produced by ETSI Industry Specification Group Permissioned Distributed Ledger (PDL).
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In the present document "should", "should not", "may", "need not", "will", "will not", "can" and "cannot" are to be interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of provisions).
"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.
[bookmark: _Toc455504137][bookmark: _Toc481503675][bookmark: _Toc527985139][bookmark: _Toc19024832][bookmark: _Toc19025505][bookmark: _Toc67663827][bookmark: _Toc115256905]Executive summary
The Group Report presents the fundamentals and potential applications of decentralised identification that can benefit various public and private services. Further the group report also discusses a set of PDL services that can together enable a PDL based Wireless Consensus Network framework.
[bookmark: _Toc455504138][bookmark: _Toc481503676][bookmark: _Toc527985140][bookmark: _Toc19024833][bookmark: _Toc19025506][bookmark: _Toc67663828][bookmark: _Toc115256906]Introduction
As a fundamental of PDL, consensus is critical to update ledgers with new transactions and ensure ledgers are synchronised and consistent. Current studies related to PDL and consensus have not focused much on the network structure (i.e., wired or wireless) or just assume network communications can be achieved without errors [ref placeholder]. However, this is impractical as errors may occur during reaching consensus by network communications especially for wireless networks. Wireless networks are more unstable than wired networks due to interferences and obstacles in space. Meanwhile, compared with wired networks, wireless networks can be more dynamic since wireless nodes can join or leave a network frequently such as mobile devices. Therefore, wireless consensus networks (WCNs) for reaching consensus among nodes (nodes can be mobile or static devices) in a wireless network could be more challenging to be realised. The study introduces the overview of wireless consensus network approaches that can benefit different services. Various factors such as the requirements and architectures of wireless consensus network, consensus mechanisms, hardware, protocols, etc. to realise WCNs are analysed. In addition, this study also demonstrates some use cases based on wireless consensus network.	Comment by Xiaoshuai Zhang: [find a place to state this point later][WCN can be used by not only mobile devices but also static devices.]	Comment by Xiaoshuai Zhang [2]: done
Wireless consensus network is the key to ensure a consensus of data among nodes in a distributed system or reach an agreement on a proposal. It is fault tolerant, scalable, secure, democratic, and privacy-preserving to be served as an auditable tool when an issue arises in the autonomous driving scenario. Furthermore, wireless consensus network can also be the backbone technique of distributed systems such as PDL. 


[bookmark: _Toc455504139][bookmark: _Toc481503677][bookmark: _Toc527985141][bookmark: _Toc19024834][bookmark: _Toc19025507][bookmark: _Toc67663829][bookmark: _Toc115256907]1	Scope
The present document investigates wireless consensus network related to the following aspects:
· Use cases of wireless consensus networks
· Wireless consensus network architecture
· Ways to construct wireless consensus networks
· MAC and physical layers
· Decentralised/Centralised communication
· Performance metrics of consensus mechanisms
· Protocols to construct wireless consensus networks
[bookmark: _Toc455504140][bookmark: _Toc481503678][bookmark: _Toc527985142][bookmark: _Toc19024835][bookmark: _Toc19025508][bookmark: _Toc67663830][bookmark: _Toc115256908]2	References
[bookmark: _Toc455504141][bookmark: _Toc481503679][bookmark: _Toc527985143][bookmark: _Toc19024836][bookmark: _Toc19025509][bookmark: _Toc67663831][bookmark: _Toc115256909]2.1	Normative references
Normative references are not applicable in the present document.
[bookmark: _Toc455504142][bookmark: _Toc481503680][bookmark: _Toc527985144][bookmark: _Toc19024837][bookmark: _Toc19025510][bookmark: _Toc67663832][bookmark: _Toc115256910]2.2	Informative references
References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
NOTE:	While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee their long term validity.
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[i.1]	<Standard Organization acronym> <document number><version number/date of publication>: "<Title>".
[i.2]	etc.
[bookmark: _Toc451532925][bookmark: _Toc527985145][bookmark: _Toc19024838][bookmark: _Toc19025511][bookmark: _Toc67663833][bookmark: _Toc115256911]3	Definition of terms, symbols and abbreviations
[bookmark: _Toc451532926][bookmark: _Toc527985146][bookmark: _Toc19024839][bookmark: _Toc19025512][bookmark: _Toc67663834][bookmark: _Toc115256912]3.1	Terms
For the purposes of the present document, the [following] terms [given in ... and the following] apply:

[bookmark: _Toc455504145][bookmark: _Toc481503683][bookmark: _Toc527985147][bookmark: _Toc19024840][bookmark: _Toc19025513][bookmark: _Toc67663835][bookmark: _Toc115256913]3.2	Symbols
For the purposes of the present document, the [following] symbols [given in ... and the following] apply:

[bookmark: _Toc455504146][bookmark: _Toc481503684][bookmark: _Toc527985148][bookmark: _Toc19024841][bookmark: _Toc19025514][bookmark: _Toc67663836][bookmark: _Toc115256914]3.3	Abbreviations
For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:
PDL	Permissioned Distributed Ledger
WCN	Wireless Consensus Network
CMs	Consensus Mechanism(s)
PBFT	Practical Byzantine Fault Tolerance
PoW	Proof of Work
PoS	Proof of Stake
CSMA/CA	Carrier-sense Multiple Access with Collision Avoidance
CSMA/CD	Carrier-sense Multiple Access with Collision Detection
SPOF	Single Point of Failure


[bookmark: _Toc455504147][bookmark: _Toc481503685][bookmark: _Toc527985149][bookmark: _Toc19024842][bookmark: _Toc19025515][bookmark: _Toc67663837][bookmark: _Toc115256915]4	Overview of Wireless Consensus Network
Permissioned distributed ledger (PDL) is built on a decentralised network that relies on frequent communications among distributive located nodes. Compared with centralised data records as presented in Table I, PDL is more scalable to enable numerous participants to share data in an autonomous manner. In particular, the consensus mechanisms (CMs), which play a pivotal role in PDL, are communication resource-demanding. And the CMs largely determine security bounds (i.e., fault tolerances) and other key performance metrics such as transaction throughput, latency and scalability to achieve the data consistency for PDL.
TABLE I. Comparison of centralized and decentralized
	Property
	Centralized
	Decentralized

	Meaning
	The retention of powers and authority with respect to planning and decisions, with the top management, is known as centralized or centralization.
	The dissemination of authority, responsibility and accountability to the various management levels, is known as decentralized or decentralization.

	Involves
	Systematic and consistent reservation of authority.
	Systematic dispersal of authority.

	Communication 
	Vertical
	Open and Free

	Decision Making
	Made by single entity fast but cannot prevent SPOF
	Comparatively faster for reaching consensus in large groups by all participants to prevent SPOF

	Advantage
	Proper coordination and Leadership
	Sharing of burden and responsibility

	Power of decision making
	Lies with the top management.
	Multiple participants have the power of decision making.

	Best suited for
	Small-sized networks/organizations
	Large-sized networks/organizations

	Authority
	Single entity
	All participants



Most PDL systems are considered and designed in a stable wired communication network running in advanced devices under the assumption of sufficient communication resource provision. However, it is envisioned that the majority of PDL node peers will be connected through the wireless network to construct wireless consensus networks (WCN) in the future [ref placeholder]. Constrained by the highly dynamic wireless channel and scarce frequency spectrum, communications can significantly affect the key performance metrics of WCN. Moreover, wired communications systems can detect transmission failure with multiple attempts afterwards, which are not common in the wireless systems. In wireless systems, transmission failures are not sensible to transmitters and receivers, due to the openness of the channels, the wireless nodes can only sense if the channel is occupied during transmissions, and back-off for a random period to avoid collisions with methods like CSMA/CA, note that, the transceiver has no knowledge if the frame has been transmitted or received. On the other hand, wired systems can detect transmission failures easily with collision detections techniques, such as, CSMA/CD. Hence, in this study, we investigate consensus mechanisms and protocols that can be potentially used in WCN in the future as well as the suggested requirements and use cases of WCN.	Comment by Xiaoshuai Zhang: Check if GR can provide requirements in ETSI
[bookmark: _Toc115256916][bookmark: _Toc455504148][bookmark: _Toc481503686][bookmark: _Toc527985150][bookmark: _Toc19024843][bookmark: _Toc19025516][bookmark: _Toc67663838]4.1	Need for Wireless Consensus Network
[bookmark: _Toc115256917]4.1.1	General problem statement
Driven by advances in 5G, industry 4.0, cloud/edge computing and artificial intelligence, etc., the Internet of Things (IoT) is extending from home and work environments to critical and complex industrial systems, such as transportation, healthcare, utilities, communications and e-commerce sectors. Meanwhile, more and more mobile devices and applications are emerging to serve for people in their daily lives such as wearables and autonomous driving. These vital societal and industrial functions are increasingly interconnected for information exchange through communication networks to complete joint tasks. Since it is infeasible to rely on wired networks to enable such mobile devices to connect each other, how to achieve consensus in open wireless channels involving mobile devices should be further investigated.
[possible for future use][In such systems, data from mobile devices may be collected from distributed, heterogeneous and trustless sensors located in different places to determine common and critical real-time decisions in order to achieve cooperative actions over the air.]
[bookmark: _Toc115256918]4.1.2	Consensus for distributed automation
Autonomous vehicles are currently at L2 of Autonomy but nearing L3 of a possible L5 framework defined by Society of Automotive Engineers (SAE) as shown in Table. II [ref placeholder]. Current autonomous vehicles detect other vehicles by identifying them as obstacles, which is not optimal in terms of safety and efficiency. One step forward is that all driver-less vehicles are connected, communicating with each other, knowing each other’s intention in advance, and jointly reach optimal decisions in a cooperative manner. However, existing solutions are centralised, which have limitations on availability (of trustworthy), reliability, scalability, privacy/security concerns.	Comment by Xiaoshuai Zhang: [add a table of level feature in autonomous driving]	Comment by Xiaoshuai Zhang: done
Compared with centralised solutions, WCN could be a promising technical route for such a distributed scenario as connected autonomous vehicles require solutions being fault-tolerant, scalable, ultra-reliable, flexible, democratic and privacy-preserving, which can be supported by WCN. Therefore, WCN is an essential enabling technology to bring the autonomous driving to reality.
	Table II. SAE (J3016) Automation Levels [ref placeholder]

	SAE Level
	Name
	Narrative definition
	Execution of
steering and
acceleration/
deceleration
	Monitoring of driving environment
	Fallback performance of dynamic driving task
	System capability (driving modes) 

	Human driver monitors the driving environment 

	0
	No Automation
	The full-time performance by the human driver of all aspects of the dynamic driving task, even when “enhanced by warning or intervention systems”
	Human driver
	Human driver
	Human driver
	N/A 

	1
	Driver Assistance
	The driving mode-specific execution by a driver assistance system of either steering or acceleration/deceleration
	Using information about the driving environment and with the expectation that the human driver performs all remaining aspects of the dynamic driving task
	Human driver and system
	
	
	Some driving modes 

	2
	Partial Automation
	The driving mode-specific execution by one or more driver assistance systems of both steering and acceleration/deceleration
	
	System 
	
	
	

	Automated driving system monitors the driving environment 

	3
	Conditional Automation
	The driving mode-specific performance by an automated driving system of all aspects of the dynamic driving task
	With the expectation that the human driver will respond appropriately to a request to intervene
	System
	System
	Human driver
	Some driving modes 

	4
	High Automation
	
	Even if a human driver does not respond appropriately to a request to intervene the car can pull over safely by guiding system
	
	
	System
	Many driving modes 

	5
	Full Automation
	
	Under all roadway and environmental conditions that can be managed by a human driver
	
	
	
	All driving modes 


[bookmark: _Toc115256919]4.2	Motivations
Although wireless networks have been widely deployed based on various protocols and standards to meet different scenarios, WCN introduces a process of reaching consensus among mobile nodes that may bring additional requirements to not only the network architecture and hardware, but also the applied CMs and protocols. Therefore, such a new paradigm should be analysed by stakeholders to clarify its suggested requirements and potential use cases in the future. Motivating by this, we investigate the suggested requirements and use cases of WCN for PDL and ETSI members in terms of architecture, hardware, consensus mechanism and protocol in this study to sculpt an overall perception of how to construct WCN practically and what the key components of WCN are.
[bookmark: _Toc115256920]5	Opportunities and Use Cases of Wireless Consensus Network
[bookmark: _Toc115256921]5.1	Opportunities
[bookmark: _Toc115256922]5.1.1	Background
Recently, there is an increased use of IoT devices in critical applications, such as industrial environments and intelligent transportation systems (ITS) in order to aid these processes to make critical real-time decisions [ref placeholder]. For example, today inside a car there are around 60 to 100 sensors that collect data and help the driver or an autonomous system to make decisions [ref placeholder]. However, despite all their benefits in terms of driver safety and information provided, currently the devices inside a car only aid in local decision making, or in other words, other vehicles may not be aware of a specific vehicle’s decision. In addition, sensors are also prone to fail, which can lead to unintended actions. As such, local decision making and sensor faults may have negative impacts on driving safety, especially in autonomous transportation systems where human lives can be lost, as local decisions taken by different cars or false sensor readings can be conflicting and may lead to accidents. For example, in a fatal crash of an autonomous car, in which a car’s sensor failed to recognize a large truck and trailer crossing the highway, leading the vehicle to collide with the truck [ref placeholder]. Thus, in order to overcome these issues, vehicle to vehicle (V2V) networks, or a broader concept of vehicle to everything (V2X) networks were introduced, in which communication networks, such as cellular networks, can be used to exchange reliable information provided by PDL between vehicles as well as infrastructures to improve the decision making leading to safer driving [ref placeholder]. In this context, V2X communications can be implemented in two distinct manners, either centralized or distributed. The choice between the two structures depends on the use cases and requirements as discussed later in this section.
[bookmark: _Toc115256923]5.1.2	Centralized
In centralized approaches, vehicles send their collected data to a central server, such as a base station, which is then responsible for making decisions. These decisions are then sent back to the vehicles, which act accordingly. The centralized communication and decision approach is typically deployed in industry sectors, especially in mobile environments, which requires the connected nodes to transmit their data to a central control station, where critical decisions are made and sent back to nodes for actions. This is named as Perception-Collection-Decision-Action (PCDA) scheme [ref placeholder].
With the continuous growth of IoT devices and connected vehicles, centralized approaches are expected to serve more and more autonomous cars in the near future. Although centralized systems are simpler and bring more control over the decisions, it comes with its disadvantages [ref placeholder].
· Single point of failure (SPOF)
· Computational/processing overhead
· Data pollution
· Data delivery latency in time-sensitive scenarios such as mobility
· Network congestion causing data delay or loss
Moreover, due to the critical nature of V2X communications and the vehicle’s speed, ultra-reliable and low latency communications (URLLC) proposed in 5G is often required in order to meet the stringent constraints posed in V2X. However, in centralized systems, since the vehicles need to send the information to a central authority, the performance in terms of a system’s reliability and latency will be limited by the node with the worst connection to the server. This can result in parameters such as latency and reliability falling below (or above, in case of latency) expected values, or even in complete link failures, leading to asynchronization between vehicles, potentially resulting in accidents and the loss of human lives [ref placeholder].
[bookmark: _Toc115256924]5.1.3	Decentralized
Another approach for V2X communications would be adopting a decentralized and distributed approach, in which vehicles share information to one another and then make decisions jointly, instead of relying on a central authority. However, despite distributed solutions solving the issues faced by centralization, it still faces some challenges. For example, 
· Communication link reliability, especially in wireless communication environment [ref placeholder]
· Asynchronization in information sharing
· Trust/Authentication among participants
Besides, vehicles may make decisions based on incorrect sensor readings. In this situation, if asynchronization occurs in decentralized systems, nodes can send conflicting information to each other causing some vehicles to rethink their decisions while others might have already taken actions. Thus, despite decentralization being a good approach, its performance and robustness should be further considered and improved.
In this regard, distributed consensus networks (DCNs) can be a potential alternative to be combined with decentralized V2X systems. By implementing DCNs, a central server is replaced with a distributed ledger, which is not controlled by any single party. Two well-known types of consensuses are crash fault tolerance (only tolerating communication or node failure) and Byzantine tolerance (also tolerating malicious attacks) [ref placeholder]. However, despite its advantages, the consensus performance can also be a bottleneck in V2X systems, since it can significantly be affected by the performance of the wireless communication network, especially in terms of latency, reliability and throughput [ref placeholder]. In participial, the well-known practical Byzantine fault tolerance (PBFT) based consensus, is very simple to implement compared with the PoW-based consensus, but only applicable to small scale of consensus networks since it is very communication resource demanding [ref placeholder]. In addition, unlike wired systems, wireless systems bring extra channel uncertainty, scarcity of spectrum provision, thus entailing different security thresholds. In particular, the PBFT systems consider node failure and when it happens, all associated communication links are faulty. However, with dynamic wireless communication channels, a node may work fine, but some links connected with the node might be unstable. Moreover, traditional PBFT algorithms do not consider negative votes for a transaction, only abstentions are available, thus few but critical objections may be overlooked. Thus, there is a need to adapt existing consensus mechanisms to wireless environments.
[bookmark: _Toc115256925]5.2	Use Case Background
[More description about blockchain/PDL and its link to WCN]
Distributed ledgers have become one of the most distinctive applications stemming from blockchain. Their ability to store any kind of data as a consensus of replicated, shared, and synchronized digital records distributed across multiple sites, without depending on any central administrator, together with their properties regarding immutability (and therefore non-repudiation) and multi-party verifiability opens a wide range of applications, and new interaction models among those entities willing to record the transactions associated to those interactions through these ledgers. PDL requires nodes to be approved to validate the transactions and record them on the ledger. Therefore, PDL are best qualified to address most of the use cases of interest to the industry and governmental institutions due to the considerations from both technical and legal aspects. As for the technical side, the cost of transaction and consensus, and the fairness properties among participants can be controlled. In addition, the legal matters include the support from external legal agreements or the regulatory enforcement in critical sectors. However, the construction of networks to achieve consensus for PDL in wireless environments still needs further research. Therefore, we introduce two use cases of achieving consensus for PDL in wireless environments as follows to facilitate the study of WCN.
[bookmark: _Toc115256926]5.3	Use case 1: Autonomous vehicle	
In this part, we present two scenarios in autonomous vehicle, in which real-time high-reliability WCNs are strongly needed in the presence of the failure nodes to ensure the PDL can reach consensus. 
[bookmark: _Toc115256927]5.3.1	Collision avoidance and advisory (Clustering Decision)
The revolution of automotive industries brings autonomous vehicles to public, with great risks in its early state [ref placeholder]. Many catastrophic failures happened due to sensor errors, malicious attacks and AI decision errors [ref placeholders]. In order to prevent sensors from conflicting with each other and making unreliable decisions, fault tolerance methods are applied to reassure their consistency and reliability. Such time-sensitive information is only solvable locally due to the delay and the single point of failure risk in a centrally managed network.
Modern transportation has regulated collision advisory (CA) to provide traffic, and resolution advice. For example, Traffic Collision Avoidance Systems (TCAS) [ref placeholder] are widely used in aviation, and many emerging AI-based collision advisory systems are on-board new land-based vehicles for autonomous and semi-autonomous driving, though the reliability is well below the real-world requirement and hardly considered usable [ref placeholder]. Recent traffic accidents caused by self-driving false alarms and miss alarms have caused multiple catastrophic consequences for road users across the world [ref placeholder]. Thus, a more comprehensive solution to deal with the reliability of self-driving is required, in order to widely adopt autonomous driving in a higher level, in particular the L4 and above, where needs for human interventions are minimised. 
Fig. 1 presents an example of using WCNs in autonomous vehicle. It is notable that the motorbike drives in the blind area of the truck. When the truck needs to join the right lane, the collision may occur if there is no assistance from other three cars to check the right lane. If the truck and three cars can construct a WCN, this WCN can reach a consensus to the occupation situation of the right lane to decline the request of joining the right lane from the truck. Meanwhile, such status information of road/lane occupation can be recorded in PDL for all vehicles nearby.
[image: 图形用户界面, 应用程序

描述已自动生成]
Fig. 1. Wireless distributed consensus for traffic decision.
[bookmark: _Toc115256928]5.3.2	X-by-wireless (wireless communication for mission-critical control)
Mission-critical payloads are the leading edge users and developers of real-time high-reliability systems with fault tolerance capacity, such as Fly-by-wire [ref placeholder] and Drive-by-wire using internal databus (fieldbus) [ref placeholder], e.g., ARINC 629, ARINC659 (SAFEbus), ARINC 664 Part 4 (AFDX), CAN bus, etc. However, current wire-based control system suffers from limited flexibility and high implementation cost regarding its installation and dead weight of wires. In the recent search of the next generation control databus, one notable research direction, which may make use of WCN, is the Fly/Drive-by-wireless or simply X-by-wireless. X-by-wireless has been at the center of the next-generation avionics research for many years [ref placeholder], and the reliability issue is always the top concern for the system designer. In conventional deployments of Fly/Drive-By-Wire, databus is supplied with wired connections, and dual redundancy, the reliability is secured by employing duplicates in the system using First-in-First-out (FIFO) queue, which does not take the Byzantine fault into consideration, since the physical network is isolated from outside. However, for wireless critical control, Byzantine faults should be considered due to the open and unstable channels for communications. Therefore, WCN could be a promising solution to enable nodes to achieve consensus to the transmitted data in the wireless network.
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The consensus mechanism (CM, a.k.a. distributed consensus, consensus algorithm or consensus protocol), which ensures an unambiguous ordering of transactions and guarantees the integrity and consistency of blockchain across geographically distributed nodes, plays a key role in blockchain systems such as PDL. In a permissioned network like PDL, nodes should be authenticated to access the network whilst nodes are allowed to join/leave the network without permission and authentication in a permissionless public chain. Nevertheless, CM largely determines blockchain system security bounds (i.e., fault tolerances) and performance such as transaction throughput, delay, and node scalability. Depending on application scenarios and performance requirements, different CMs can be used. Therefore, proof-based algorithms (PoX) such as Proof-of-Work (PoW), Proof-of-Stake (PoS) and their variants are commonly used in many blockchain applications (e.g., Bitcoin, and Ethereum). PoX algorithms are designed with excellent node scalability performance through nodes competition. However, they could be very resource-demanding. For instance, recent study estimates of Bitcoin’s electricity consumption range between 0.1 percent - 0.3 percent of global electricity use in 2018 and rises rapidly to 0.55 percent in 2021[ref placeholder]. Also, these CMs have other limitations such as long transaction confirmation latency and low throughput.
Unlike the public chain, the private and consortium blockchains prefer to adopt lighter protocols such as Raft [ref placeholder] and practical Byzantine Fault Tolerance (PBFT) [ref placeholder] to reduce computational power demand and improve the transaction throughput. This property is critically important to the application scenarios of blockchain-enabled IoT ecosystems, which are typically composed of low-cost and low-power devices. Raft, which is used by the private chain, does not protect the integrity of transactions from malicious attacks, but enables the Crash Fault Tolerance (CFT) for the applying system [ref placeholder]. To protect the system from malicious users, PBFT was proposed in as an improved and practical protocol based on original BFT.
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There are three phases of communications that are vital in PBFT protocol for the consensus, namely, pre-prepare, prepare, commit and a reply message critical to the successful operation, as shown in Fig. 2, where we see that PBFT relies on frequent inter-node communications. During pre-prepare, the leader node sends a message to all other nodes, and prepare phase, all other nodes duplicate and propagate prepare message to all nodes excludes itself, commit phase does the same communication as the previous phase, and at the reply phase, when leader nodes have received enough commit messages, it replies to client while synchronizing the latest results with its peer nodes, as shown in Fig. 2. Note that, in a functional PBFT consensus group, a threshold of less than 1/3 of Byzantine nodes are required to yield correct decisions.
WCN based on PBFT involves actions that may bring conflicts to the consensus parties' interests, as malicious nodes' presences given malicious feedback, for example, the back-up sensors (failed ones are considered as Byzantine nodes) are giving different readings at the same time, where the value can be different, such false information can be considered as Byzantine fault.
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The Raft consensus model represents the network that has no conflict of interest, and all nodes are honest in the system, and such a mutual decision on information that fits every node's interest. The leader node is self-elected during this process when the node makes the call and broadcast it to the perimeter. The protocol of Raft started from receiving the message from the leader during downlink, as shown in Fig. 2 lower part, any node within the range that has the ability to make the judgment will provide its opinion to the leader to either confirm it or deny it via uplink communications. Taking Fig. 2 as an example, we can see the truck (leader node) is about merging into the right lane, by requesting confirmation of obstacles in the blind zone covered in amber, the other vehicles (nodes) are able to tell the truck if it is clear to proceed based on the Raft protocol. The failed node marked in red is not able to give feedback to the situation though it is still part of the consensus group. In this illustration, the red car can only flag itself as failed node due to lack of visibility, which makes the failure as a crash fault. Having the following synchronization stage taken into account, such a crash can be mitigated and recoverable if the node is still functional.
Once the leader node receives enough feedback from its follower nodes in both scenarios, it will either note the information has been confirmed, or act based on the confirmed information. During the consensus process, depends on the reliability and latency requirement, there are security thresholds, in order to assure it has the best decision, which in our case of Raft, more than 50% viable nodes during both uplink and downlink are required, compared to 33% viable nodes required by PBFT, in a combination of communication and node’s reliability.
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Fig. 2. Consensus protocols of PBFT and Raft with synchronization stages.
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Security bound, node scalability, transaction throughput and latency are the four most important metrics to measure CM performance. These metrics are largely determined by the ledger data structure design and CM selection, although those metrics are contradictory to each other to some degree. For instance, in Bitcoin, transactions packed in each block can be confirmed only if six or more blocks are generated afterward. This protocol design is to prevent the double-spending issues (thus maximizing the security performance), which can significantly degrade the transaction throughput and latency performance. From the CM perspective, each CM has its unique privileges and drawbacks, which makes it a tangled choice in real-world applications in order to balance the needs of different prospects. The performance comparison of the CMs is summarized in Table I.
TABLE III. Performance comparison of commonly used CMs.
	CM
	Ledger type
	Transaction throughput
	Scalability
	Security bound
	Communication complexity
	Spectrum requirement
	Representative project

	PBFT
	Permissioned
	High
	Low
	
	
	
	Hyperledger Fabric

	RAFT
	Permissioned
	Very high
	Medium
	
	
	
	Quorum

	PoW
	Permissionless
	Low
	High
	
	
	
	Bitcoin, Ethereum
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It is the lifeline of CM as the security should be guaranteed to validate the transactions stored in blocks. Security bound can be defined as the maximum faulty or byzantine nodes f supported/tolerated by the consensus protocol. Hence, CMs provide strategies of defence against in-activities and byzantine attacks with security bounds. Typical security bound for PoW is considered as , which means the consensus will compromise if more than 50 percent of the network’s resource capacity is possessed by a single party, under perfect communication and non-interruptive service. Differently, the voting-based CMs define the number of faulty nodes as either inactive or malicious, which sends misinformation to imperil the whole network. Under the assumption of perfect communications, generic PBFT allows 1/3 of overall nodes are either byzantine (i.e., malicious user) or faulty, and Raft gives a fair performance with 50 percent fault tolerance capability but cannot tolerate any malicious node.
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This is a metric to measure the capacity of the system to handle the increasing number of nodes. As shown in Table III, proof-based CMs are designed with excellent node scalability performance through nodes competition. In theory, PoW can hold as many users within the networks without considering the communication burden. However, in practice, considering that all transactions and mining results should be broadcasted and received by all nodes, the spectrum demand in WCN can be unaffordable when the network is extremely large. When it comes to the voting-based CMs, for instance, PBFT relies on heavy inter-node communications. As the size of the node number grows, the required communication resource provision increases rapidly, resulting in low efficiency and poor scalability. Thus, from the communication resource provision perspective, the PBFT-based blockchain hardly scales up to 100 nodes. 
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These are two important but reciprocal performance metrics. Transaction throughput is measured by transaction per second (TPS), and transaction latency describes the time duration from transaction request to confirmation. In general, the proof-based consensus suffers from low throughput, due to its time guarded characteristics. On the other hand, a vote-based CM has better liveness, and it can conclude the consensus in a rapid manner; hence it yields greater throughput. For instance, the TPS is normally limited to 7 in Bitcoin and 20 to 30 in Ethereum. The transaction confirmation delay is typically as large as 60 minutes in Bitcoin and three minutes in Ethereum. On the other hand, a voting-based blockchain network can achieve a transaction throughput in the range of 100 to 1000 TPS with the current physical communication limits. Note that the communication throughput can be a bottleneck to transaction throughput since a large amount of message exchanges are required for consensus achievement. Hence, transaction throughput and latency are also dependent on the number of nodes in the consensus network.
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