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Essential patents 
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[bookmark: _Toc455504135][bookmark: _Toc481503673][bookmark: _Toc527985137][bookmark: _Toc19024830][bookmark: _Toc56256549][bookmark: _Toc63675425]Foreword
This Group Report (GR) has been produced by ETSI Industry Specification Group Permissioned Distributed Ledger (PDL).
[bookmark: _Toc455504136][bookmark: _Toc481503674][bookmark: _Toc527985138][bookmark: _Toc19024831][bookmark: _Toc56256550][bookmark: _Toc63675426]Modal verbs terminology
In the present document "should", "should not", "may", "need not", "will", "will not", "can" and "cannot" are to be interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of provisions).
"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.
[bookmark: _Toc455504137][bookmark: _Toc481503675][bookmark: _Toc527985139][bookmark: _Toc19024832][bookmark: _Toc56256551][bookmark: _Toc63675427]Executive summary
One paragraph each on:
· General definition of federated data management.
· Why PDL technology is needed to supporting federated data management.
· Major scope and technical contents in this spec (e.g. key issues and corresponding proposed solutions)
· Summary on high level findings and recommendation

[bookmark: _Toc455504138][bookmark: _Toc481503676][bookmark: _Toc527985140][bookmark: _Toc19024833][bookmark: _Toc56256552][bookmark: _Toc63675428]Introduction
Several paragraphs each on:
· Brief intro of federated data management.
· General role/importance of ledgers / PDL for federated data management.
· What are the key issues to be addressed
· The organization and the structure of this document

1 [bookmark: _Toc455504139][bookmark: _Toc481503677][bookmark: _Toc527985141][bookmark: _Toc19024834][bookmark: _Toc56256553][bookmark: _Toc63675429]Scope
This document will describe use case scenarios, functional architecture, key functional components mechanisms of leveraging PDL for federated data management (e.g., PDL for federated learning, the integration of PDL and the whole data pipeline).
2 [bookmark: _Toc455504140][bookmark: _Toc481503678][bookmark: _Toc527985142][bookmark: _Toc19024835][bookmark: _Toc56256554][bookmark: _Toc63675430]	References
[bookmark: _Toc455504141][bookmark: _Toc481503679][bookmark: _Toc527985143][bookmark: _Toc19024836][bookmark: _Toc56256555][bookmark: _Toc63675431]2.1	Normative references
Normative references are not applicable in the present document.
[bookmark: _Toc455504142][bookmark: _Toc481503680][bookmark: _Toc527985144][bookmark: _Toc19024837][bookmark: _Toc56256556][bookmark: _Toc63675432]2.2	Informative references
References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
NOTE:	While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee their long term validity.
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[bookmark: _Toc451532925][bookmark: _Toc527985145][bookmark: _Toc19024838][i.1]	ETSI GR PDL001 V1.1.1/(2020-03): "Permissioned Distributed Ledger (PDL);  Landscape of Standards and Technologies".
[i.2]	ETSI GR PDL002 V1.1.1/(2020-11): “Permissioned Distributed Ledger (PDL);  Applicability and Compliance to Data Processing Requirements”  
[i.3]	European Commission CORDIS: "CORDIS: Projects and Results".
NOTE 1:	Available at https://cordis.europa.eu/projects/en
[i.4]	ETSI Research and Standards Website /(2020-06-15): "Research and Standards".
NOTE 1:	Available at https://www.etsi.org/research
[i.5]	Industrial Internet Consortium (https://www.iiconsortium.org/)
[i.6]	A. C. Yao, “Protocols for Secure Computations,” 23rd Annual Symposium on Foundations of Computer Science (sfcs 1982), Chicago, IL, USA, 1982, Pages 160-164.
[i.7]	D. W. Archer, D. Bogdanov, Y. Lindell, L. Kamm, K. Nielsen, J. I. Pagter, N. P. Smart and R. N. Wright, “From Keys to Databases—Real-World Applications of Secure Multi-Party Computation,” The Computer Journal, Volume 61, Issue 12, December 2018, Pages 1749–1771.
[i.8]	C. Zhao, S. Zhao, M. Zhao, Z. Chen, C.-Z. Gao, H. Li and Y. Tan, “Secure Multi-Party Computation: Theory, practice and applications,” Information Sciences, Volume 476, 2019, Pages 357-372.

3 [bookmark: _Toc56256557][bookmark: _Toc63675433]	Definition of terms, symbols and abbreviations
[bookmark: _Toc527985146][bookmark: _Toc19024839][bookmark: _Toc56256558][bookmark: _Toc63675434]3.1	Terms
For the purposes of the present document, the following terms apply:
federated data management: A data management scenario where multiple organizations and/or multiple data types may get involved in each stage of the entire data pipeline or lifecycle and form data federation. 
Note: Examples of federated data manamgent are federated data collection, federated data storing, federated data computing such as federated learning and multi-party computation, federated data sharing, etc. 
federated data collection: A data collection scenario where multiple data types are involved and/or multiple organizations jointly collect data of their interest, for instance, to improve data collection efficiency. 
federated data storing: A data storing scenario where multiple organizations partcipiate in storing data, likely, in distributed places. 
federated data computing: A data computing scenario where multiple organizations work together to solve a data computation task. 
Note: Examples of federated data computing include, but not limited to, federated learning, multi-party computation, and even decentralized artificial intelligence/machine learning (AI/ML).  
federated data sharing: A data sharing scenario where federated data is shared among multiple organizations. 
federated learning: A distributed machine learning approach where multiple clients and a federated learning server jointly learn an AI model and provide data privacy protection.
Note: A federated learning process generally works with a few steps: 1) training data are distributed and kept at federated learning clients; 2) a federated learning server coordinates all federated learning clients for them to perform local training and generate local and temporary model updates for each learning round; 3) the federated learning server receives model updates from federated learning clients and aggregate them together to generate a global model; 4) the global model will be sent to federated learning clients for them to perform next round of local training until the gloal model converges to the one meeting the expected accuracy. 
multi-party computation: A secure computation protocol where multiple parties jointly compute a function and guarantees their data privacy. 
Note: In a multi-party computation: 1) multiple parties jointly compute a function over their individual data inputs to get a computation result; 2) each party knows the computation result; and 3) none of parties can learn other parties’ data inputs but only knows the computation result.  
[bookmark: _Toc455504145][bookmark: _Toc481503683][bookmark: _Toc527985147][bookmark: _Toc19024840][bookmark: _Toc56256559][bookmark: _Toc63675435]3.2	Symbols
For the purposes of the present document, the [following] symbols [given in ... and the following] apply:

[bookmark: _Toc455504146][bookmark: _Toc481503684][bookmark: _Toc527985148][bookmark: _Toc19024841][bookmark: _Toc56256560][bookmark: _Toc63675436]3.3	Abbreviations
For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:
AI	Artificial Intelligence
DLT	Distributed Ledger Technology
ETSI	European Telecommunications Standards Institute
EU	European Union
FDM		Federated Data Management 
FL		Federated Learning
GDPR	General Data Protection Regulation
H2020	Horizon 2020
ICT	Information and Communication Technology
IIC	Industrial Internet Consortium (IIC)
IIoT	Industrial Internet of Things
IoT	Internet of Things
IP	Intellectual Property
IT		Information Technology
ML		Machine Learning
MPC		Multi-Party Computation
PDL	Permissioned Distributed Ledger


4 [bookmark: _Toc56256561][bookmark: _Toc63675437]Use Cases for Federated Data Management
[bookmark: _Toc63675438][bookmark: _Toc56256562][bookmark: _Toc455504148][bookmark: _Toc481503686][bookmark: _Toc527985150][bookmark: _Toc19024843]4.1	Introduction of Use Cases
This clause describes some selected federated data management use cases or scenarios, which may be benefited from the use of Permissioned Distributed Ledger (PDL) technology and/or introduce new requirements to PDL technology. As illustrated in Figure 4.1-1, a general data pipeline in federated data management may consist of a set of relatively sequential stages such as data collection, data storing, data computing, data sharing, and data visualization. For each stage, multiple organizations may participate and work together. Each organization may have their own data, for example, generated from ubiquitous devices deployed for different applications such as connected vehicles. In general, a data pipeline (e.g., data pipeline A and data pipeline B) starts with data collection from devices, but it may complete in different places in the networking system. For example, data pipeline B in Figure 4.1-1 stops in edge networks leveraging edge servers for data storing, data computing and data visualization, while data pipeline A ends in the cloud. This clause will not cove the entire data pipeline but focus more on the stages and corresponding scenarios, which are more relevant to PDL technology.  


[bookmark: _Ref63010241]Figure 4.1-1: General Data Pipeline in Federated Data Management 

[bookmark: _Toc63675439]4.2	Federated Data Collection
Our daily lives are surrounded by a variety of sensors and devices. Internet of Things (IoT) technology enable us to leverage these sensors/devices to monitor and measure the physical world in a real-time manner. In many data-driven IoT applications, the first and most important stage is data collection. During data collection, the system can collect data from different devices such as consumer equipment, personal devices, cameras, and wearable health devices; data can also be collected from commercial equipment including security monitoring systems, traffic monitoring equipment, production lines, logistics and supply chain systems, etc. These devices generate different types of data and may belong to and be owned by multiple organizations; the resulted data collection that contains multiple data types and/or relies on multiple organizations is referred to as federated data collection.  

Figure 4.2-1 shows an Industrial Internet of Things (IIoT) ues case, which includes afew processes such as smart manufacturing, smart logistics, and customer experience monitoring. Multiple scenarios may be involved in each process. For example, the smart manufacturing process may cover product quality control, storage management, onsite energy management, equipment maintenance, etc. All those processes and scenarios need to be monitored in real-time to ensure overall product delivery and product quality. As a result, a large amount of production, logistics and customer experience data are generated at all times and need to be collected. However, in a real-world production environment, manufacturing equipment and Information Technology (IT) systems usually involve multiple manufacturers; in the meantime, a complete manufacturing process may involve different departments or even different companies/organizations. Similarly, during the smart logistics process, products will be transported from factories to customers through multiple intermediate transit places, where multiple organizations are involved as well. All of these facts demonstrate that data collection in IIoT is a complex system and needs multi-party collaboration, which is referred to as federated data collection. Please note that Industrial Internet Consortium (IIC) [i.5] defines more IIoT use cases, which are not limited to Figure 4.2-1.
 
 


Figure 4.2-1: Federated Data Collection for Industrial Internet of Things (IIoT)

[bookmark: _Toc63675440]4.3	Federated Learning
Traditional Machine Learning (ML) technology is usually centralized, in the sense that: 1)  training data is usually collected to be stored at a centralized location such as a centralized database; and 2) learning process is performend at a centralized location such as clouds as well. However, traditional ML may cause data leakage issues, since training data is maintained at a location, different than its original place and likely losing data privacy protection. 

As a distributed ML technology and a type of federated data computing, Federated Learning (FL) was first proposed by Google in 2016 for a mobile keyboard prediction. The goal of FL is to implement a distributed ML model training process by multiple FL participants while still ensuring data privacy, security and legal compliance. Using Google’s FL-based mobile keyboard preditciton as an example, FL usually consists the following steps: 
· Step 1: Mobile phones as FL participants participating in an FL task first download initial training model (i.e. the initial global model) from an  FL Server; 
· Step 2: Each mobile phone conducts the local training over its local data to train the model and generate its local model (or model update); 
· Step 3: After the local model is trained, the mobile phone uploads the encrypted local model update (i.e. gradients) to the FL sever; 
· Step 4: The FL server aggregates all local model updates collected from multiple mobile phones to obtain a new/updated global model. The updated global model will be then further sent to each mobile phone for the next round of training (Similar to Step 1). Overall, steps 1-4 will be executed for multiple rounds to improve the global model with expected quality and/or other requirements. 

From the above process, it can be seen that FL can make full use of the data and computing power of the FL participants. Multiple parties (i.e. participants) can collaborate to build a more robust ML model without sharing/moving their data. This is very important for ML tasks when a strict data law/supervision is enforced. For example, the General Data Protection Regulation (GDPR) in Europe puts forward strict requirements on the storage, use, and transfer of users’ private data. Therefore, FL can be used to solve key issues such as data ownership, data privacy, and data access rights in this environment. 

Consider a general use case of smart city and smart transportation as shown in Figure 4.3-1. 
· In smart city applications, many cameras will be deployed on streets and generate continuous data or data streams. These urban camera data can be used to train an ML model for urban environmental monitoring and predicting. However, uploading all camera data to cloud could be cumbersome or unrealistic. Accordingly, FL is a more feasible and efficient method. 
· Similarly, in smart transportation applications, there will be a large number of vehicles driving on the road, and each vehicle will generate massive real-time driving data. These data can be trained to generate many ML models (e.g. to predict which road sections or during which time periods vehicles are most likely to have poor driving behavior/performance). However, these data are not only large in quantity, but also contain personal privacy information; as a result, it is unwise or inefficient to upload these data to a cloud for centralized processing/training as in traditiaonl ML. FL can be applied in this use case such that a global ML model can be jointly trained by vehicles without uploading driving data from vehicles to cloud. 



Figure 4.3-1: Federated Learning in Smart City and Smart Transportation

[bookmark: _Toc63675441]4.4	Multi-Party Computation Use Case
Secure Multi-Party Computation (MPC) was originally introduced in [i.6] in the form of “The Millionaire’s Problem”. Since then, many advances have been made in both MPC theories and practical MPC deployments [i.7] [i.8].  
  
In a general setting of MPC, there are n parties. Each party Pi hosts its own input data xi. They want to jointly compute a function to get a result: result=f(x1, x2, …, xn) with the requirement that no party can know or deduce input data hosted by other parties. In other words, all parties only know the function and the computed result. Figure 4.4-1 shows such a general MPC structure as an example of MPC use cases, which consists of the following procedures:
· Step 1: Parties encrypt their input data.
· Step 2: Parties exchange their encrypted input data.
· Step 3: One (or multiple ) party computes the function over received encrypted input data from other parties to generate a temporary result.   
· Step 4: The temporary result is sent to other parties. 
· Step 5: One (or multiple) party computes the function over the temporary result to generate the final result. 
· Step 6: The final result is sent to other parties. 
 



[bookmark: _Ref63013745]Figure 4.4-1: General Multi-Party Computation


5 [bookmark: _Toc56256566][bookmark: _Toc63675442]Key Issues
[bookmark: _Toc63675443]5.1	Introduction
This clause describes some key issues, which are related to federated data management use cases as discussed in the clause 4 and can be potentially solved by leveraging PDL technologies.   
[bookmark: _Toc56256567][bookmark: _Toc63675444]5.2	Key Issues with Federated Data Collection
As illustrated in Figure 4.2-1, federated data collection is essentially a distributed system and involves multi-party collaboration, which leads to the following issues: 
· The first issue is related to trust. These multiple parties or multiple organizations involved in federated data collection need to buid a certain level of trust in order to jointly collect data in a trustworthy manner. 
· The second issue is how to guarantee the integrity of the data collected by multiple organizations. For example, in the IIoT use case, logistics data as collected from a shipping truck should not be tampered.
· The third issue is how to incentivize multiple organizations to participate federated data collection. For example, customer experience data in the IIoT use case can be very useful for enhancing the manufacturing process. A proper incentive mechanism is needed to encourage customers to contribute their experience data.    
· The fourth issue is related to network security. For example, the IIoT use case relies on distributed IoT networks to enable federated data collection. To secure distributed IoT network is crucial. 
The above issues could be sovled by leveraging PDL technologies. For example, PDL technologies can be used to form a unified ledger infrastructure, which allows various companies, various equipment manufacturers and various logistic companies to achieve more trustful collaboration relationships, which will ultimately ensure the credibility, accountability and transparency of fedeated data collection in the IIoT use case, and in turn improve the efficiency and reliability of next-generation smart manufacturing. More detailed solutions for PDL-enabled federated data collection will be developed in the clause 6 and clause 7. 
[bookmark: _Toc56256568][bookmark: _Toc63675445]5.3	Key Issues with Federated Learning
In smart city and smart transportation use case as illustrated in Figure 4.3-1, FL is used to learn AI models from distributed camera data, mobile phone data and vehicle data. Although the use of FL does not need to move local data away from FL participants (e.g., cameras, mobile phones, vehicles), traditional FL still introduces a few issues: 
· First, many FL participants are not from the same organization and do not trust each other, which makes effective collaboration and coordination between them difficult especially in a fully distributed scenario.
· Second, a FL participant may have useless and even malicious local data, which can not help train a good local model. 
· Third, a FL participant may inject a bad local model, which will impact the aggregated global model. The integrity of local model and global mode also shall be guaranteed and accountable. 
· Fourth, a sufficient number of FL participants are required to guarantee the quality of the global model. The issue to how to incentivize FL participants with good local data to participate FL. 
· Fifth, local models generated in each FL round could provide insights on the whole FL and enable explainable AI. But it relies on how the integrity and accountability of local models can be guaranteed. 
· Last but not the least, the FL aggregation server is still a single-point-of-failure. If the FL aggregation server fails, the global model will never be appropriately generated.  
PDL technologies help to solve and/or mitigate the above issues. For example, local models can be stored in the ledger for future traceability and explanation purposes. Also, smart contracts can be leveraged to encourage FL participants to actively cooperate and contribute their local data and learning capabilities. More detailed solutions for PDL-enabled federated learning will be developed in the clause 6 and clause 7.
[bookmark: _Toc63675446]5.3	……


6 [bookmark: _Toc63675447][bookmark: _Toc56256569]Architecture for PDL-based Federated Data Management
Note: To describe architecture and functional element for PDL-based federated data management. 
[bookmark: _Toc63675448]6.1	General
[bookmark: _Toc63675449]6.2	Architecture
[bookmark: _Toc63675450]6.3	Functional Elements
7 [bookmark: _Toc63675451]Key Solutions
Note: To describe solutions, corresponding to the key issues of using PDL for federated data management as described in clause 4. 
[bookmark: _Toc63675452]7.1	Key Solution #1: XXXX
[bookmark: _Toc63675453]7.2	Key Solution #2: XXXX
[bookmark: _Toc63675454]7.3	…
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