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Foreword

This Technical Report (TR) has been produced by ETSI MTS.

1 References

For the purposes of this Technical Report (TR), the following references apply:

1.1 Definitions

For the purposes of the present document, the terms and definitions apply:

1.2 Abbreviations

For the purposes of the present document, the following abbreviations apply:

2 Introduction

2.1 Background 

Performance testing in quality assurance has long suffered from common definitions ranging from what should be regarded as performance of a system to how performance should be measured and interpreted. 
2.2 The purpose of this technical report 

A common terminology and a common interpretation of the terminology used in performance testing has been regarded as the starting point for communication of performance testing generally. 
This report describes the performance testing terminology for distributed systems and is intended to serve as a common interpretation of the terminology used in performance testing. 
2.3 A disclaimer 

Performance testing is a quality assurance task in constant change. Requirements on providing better and more accurate performance information in shorter time, with less efforts and at less costs drive the technology and methodology of performance testing. New architectures and methods for implementing software also put new requirements on performance testing. The report makes no claims on being a complete document on the subject. The report must consequently be maintained as a living document, subject to new editions in the future. 

2.4 The organization of this document 

This section will be rewritten as the document has a stable structure in the next draft.
3 General concepts 
3.1 Overview 

This section discusses general concepts, such as performance testing, performance test objectives, performance attributes and performance categories, performance characteristics, performance measurements, performance measurement conditions, performance objectives or performance requirements, performance test beds and test sites, performance targets, and performance measurement standards. 
The purpose is to get brief overview of performance testing 
3.2 Performance testing 

Performance testing applies to any life cycle phase of a system. Performance testing is done during: 
1. Pre-deployment 
2. Post-deployment 
3.2.1 Pre-deployment performance testing 

Performance can’t be added to a system after it is designed and implemented. A system has to be designed and built for good performance to achieve stated performance goals. A general principle is therefore to start work on performance issues as early as possible during system design and development. 

Pre-deployment performance testing takes place during system design and development and includes tests of:
1. Intended performance goals 

2. System design

3. System implementation

4. System integration

Testing intended performance goals 
Performance tests of intended performance goals are done to set realistic performance goals, i.e. to test if intended performance goals are possible to reach and if not how they should be changed. The end result is transforming intended performance goals to stated performance goals.  Tests are mainly done by various simulations on simple prototypes of system components viewed as performance critical.

Testing performance of system design
Performance tests of system design are done to verify or modify stated performance objectives.  The test results are also input to performance goals for implementation of individual elements of the system.  Tests are performed on early prototypes of performance critical design elements.
Testing performance of system implementation
Performance tests of system implementation are done to maintain control of stated performance objectives in developed code.  The focus of performance tests of system implementation is powerfulness and efficiency of developed code.  Performance tests of reliability is of little value during this phase since the developed code is not stable. 

Testing performance of system integration
Performance tests of system integration are done to verify that measured performance of a system is maintained, when the system gets integrated with other related systems. Performance test objectives in system integration cover all specified of performance characteristics of the system. 
3.2.2 Post-deployment performance testing
Post-deployment performance testing is measurements of a deliverable or a delivered systems. Post-deployment performance testing includes:
1. System evaluation or benchmarking 

2. Performance tests of system delivery 
3. Performance tests of service production 
Benchmarking or system evaluation 
Benchmarking are performance tests of a system, where the test is based on a performance test standard.
The main purpose of a benchmark is to produce metric values on performance characteristics that are comparable with the metric values produced by other systems using the same benchmark. 
Performance tests of system delivery
Performance tests of system delivery are done to verify that stated performance requirements for a delivered system are at hand, when the system is integrated with other systems on the installation site. Performance test objectives in system delivery cover all specified of performance characteristics of the system.
Performance tests of service production (performance monitoring)
Performance tests of service production (also referred to as performance monitoring) are done to verify that produced services of an installed system are in accordance with stated quality requirements (Quality of Services) and 
Performance monitoring can be reactive or proactive. 

Reactive performance monitoring
Reactive performance monitoring means acting on situations that have happened. Reactive performance monitoring is analysis of log files of different kinds from the system and service production and to take actions on detected situations. 
Proactive performance monitoring
Proactive performance monitoring means preventing potentially dangerous situations from happening. Proactive performance monitoring is done by applying a low rate of service requests on a production system. The rate of applied service requests don’t affect the capacity or responsiveness of the system, but captured performance data are significant for the total service production. Captured performance data are continuously analyzed in several ways for several purposes. One purpose is to improve system availability and service levels by detecting and acting upon trends that indicate severe production disturbances before anything happens. Another purpose is to continuously follow up and act on Quality of Services figures. 
3.3 Performance test objectives 

Performance test objectives describe the reasons for doing performance tests. Performance test objectives can be confirmative or explorative.  A performance test execution can be both confirmative and explorative.
Confirmative performance test objectives

Confirmative performance test objectives are verification of stated performance objectives.

An examples of confirmative performance tests could be verification of performance requirements for throughput capacity for a specific service or mix of services.

Explorative performance test objectives

Explorative performance test objectives are understanding the behavior of a system under specified conditions, or to find the performance limitations. 

An example of explorative performance tests could be to find the maximum throughput capacity for a specific service or mix of services under specified conditions such as maximum CPU load. 

Typical performance test objectives

Here follows a small sample of performance test objectives:

· Has the tested system processing capacity for the specified load?

· Does the system respond fast enough under specified load conditions?

· Can the system’s processing capacity be expanded with more hardware?

· Does the system handle requested services continuously?

· Is the system’s responsiveness continuously predictable?

· Has the system processing bottlenecks limiting the capacity?

· Is the system configured to fully utilize the hardware platform?

· Has the system processing limitations due lack of certain resources?

· Can the system manage various production critical situations such as DOS attacks?

· How long time does it take to recover from a partial or a full restart?

· Does the system deliver correct results under heavy load?
3.4 Performance attributes and performance categories 
There is an almost infinite number of performance attributes that can be applied on a system. It is therefore convenient to group attributes into performance categories, such as a category for powerfulness attributes, a category for reliability attributes, or a category for efficiency attributes. 
Powerfulness 

The performance category for powerfulness attributes contains indicators of volume and speed of service production. The performance category has subcategories for capacity, responsiveness, and scalability. 
Section 8.1 describes powerfulness attributes, section 9.1 describes powerfulness metrics.
Reliability 

The performance category reliability contains indicators of how predictable a system’s production of service is. The performance category has subcategories for stability, availability, robustness, recovery, and correctness. 
Section 8.2 describes reliability attributes, section 9.2 describes reliability metrics.
Efficiency 
The performance category efficiency contains indicators of dependencies on resources in service production. The performance category has subcategories for service usage, resource usage, resource utilization, resource linearity, resource balance, load balance, and resource scalability. 
Section 8.3 describes efficiency attributes, section 9.3 describes efficiency metrics.
3.5 Performance characteristics 

Performance characteristics is a selected set of performance attributes significant to the use of a system. The purpose of performance characteristics is to give a comprehensive description of a system’s behavior. 
For a car performance characteristics would traditionally include figures of top speed, acceleration, driving distance on a full tank, driving distance between services, maximum load capacity etc. Important performance characteristics change over time. Twenty years ago the most important performance figures were top speed and acceleration. With today’s fuel prices performance figures such as milage and other fuel saving metrics are getting increasingly important. 
3.6 Performance measurements 

Performance measurements are performance data captured during a performance test. Any performance test records two types of performance data: 

1. Data to metrics for requested performance characteristics 

2. Data for control of conditions for capturing data to metrics
Requirements on measurement data are described in section 7.1 Attributes of performance measurement data . 
Example
If, for example, an explorative performance test case is to find the maximum system throughput of a specific service at 80% CPU load  there are two types of captured performance data: 

1. Input data to requested metrics: Measured throughput rates during the performance test

2. Data about conditions: Measured CPU load during the performance test
Synchronization of performance measurements
In order to select the throughput rates recordings, when CPU load was at 80% it must be possible to synchronize the input data to requested metrics the data about conditions. 
3.7 Performance measurement conditions 

Performance test conditions are the specified circumstances under which requested performance data shall be recorded. Performance conditions can be external or internal. 
External test conditions

External test conditions describe what a tested system (SUT) should be exposed to during a performance test. External conditions include types of service requests, volumes of service requests (traffic rates), duration of service request volumes, and volumes of simulated entities or users requesting services. 

Internal test conditions

Internal test conditions describe expected situations inside a tested system during a performance test, such as resource usage levels of CPU, memory etc.. 
Example
If, for example, an explorative performance test case is to find the maximum system throughput of a specific service at 80% CPU load  there are two test conditions – one internal and one external: 

1. External condition: System load from service requests of the specified type

2. Internal condition: A measured CPU load of 80%
3.8 Performance objectives or performance requirements 

Performance objectives is a term for desired performance goals that a system should meet. Performance objectives should at least cover stated performance requirements, if specified. Performance objectives can be defined as absolute performance figures or as performance figures relative to stated performance requirements or the measured performance of other systems. Relative performance fihures are usually percentage values, such as 30% higher capacity than brand “XYZ” or 20% reduction of response time for service “ABC”.
Performance requirements are stated performance figures a system must meet to be approved. 
Performance objectives and performance requirements can be stated for a range of objects from a whole system, or a subsystem down to individual services. 
3.9 Performance test beds and test sites 
3.9.1 The performance test beds 
A performance test bed is a set of hardware and software equipment required for performance tests. A test bed contains:

1. System Under Test or SUT 

2. Performance Test Tools 

3. Test Bed Infrastructure 
System Under Test

System Under Test or SUT is a set of hardware and software components constituting the tested system. 
The SUT is connected to the Performance Test Tools by the infrastructure of the Performance Test Bed. 
Concepts and terminology regarding SUT are described in section 4.2.
What is actually measured is the performance of the application services on the installed hardware platform. 
See section 5.1 for more concepts and terminology regarding services 
Performance Test Tools 

Test tools for performance tests contain functions for: 

1. Traffic Handling 

2. Measurement recordings 

3. Measurement processing and evaluation 

4. Measurement presentations (during execution and in test reporting)
Concepts and terminology regarding performance test tools are described in section 4.2.
Test Bed Infrastructure 

The System Under Test and the Performance Test Tools run on physically separate equipment in performance tests. 
The Test Bed Infrastructure contains the equipment that interconects the System Under Test and the Performance Test Tools. Concepts and terminology regarding test bed infrastructure are described in section 4.3.
3.9.2 Performance test site

Performance tests require exclusive access to a SUT. Consequently concurrent performance testing must be done on separate SUTs. Large development projects usually need several performance test beds to enable all required performance tests to be done within given time limits. 

A Performance test site is a test location with one or more performance test beds. The test beds on a test site can share infrastructure components such as the LAN. 
3.10 Performance targets 

Performance targets describe 
· What kind of system services should be measured 

· What kind of performance goals shall be achieved  

· What kind of performance characteristics should be measured

Section 5 - Service types and service interfaces – describes . 
Section 6 – Test input – describes . 
Section 7 – Test input – describes . 
3.11 Performance measurements standards 

Will be added. 

4 Test bench concepts 
4.1 The System Under Test 

System Under Test or SUT is a set of hardware and software components constituting the tested system in a performance measurement. 
4.1.1 Borders of the system under test 
A performance test tool measures the performance of the system it is connected to. It is therefore important that the tested services of the tested system are directly accessible by the test tool and that there are no other functions or services causing delays in between. The simple truth is that we are measuring a different system and collected performance data are misleading, if the system under test does not correspond to the requested system configuration of the test cases. 
The interfacing point between the test tool clients and the system under test is referred to as the front end borders of the system under test. 

A system under test may also provide services where requests are passed to another system, sometimes called a terminating devices. Terminating devices are usually simulated by test tools receiving and responding to requetst in the test bed. 
The interfacing point terminating test tools or test tool servers and the system under test is referred to as the back end borders of the system under test.
4.1.2 Service replacements in the system under test
In a distributed system services are available in a client server relation. The party requesting a service is called a client and the party providig the service is called a server. The services are accessed by sending request messages and the service result is provided in one or more response messages. 
A service can act as Client requesting services. These services can be parts of the system under test shared with other services or external services shared with other applications. Such internal or external services can be replaced by test tools simulating the requested service to reduce the size of the system under test. 
4.2 Performance Test Tool components
Test tools for performance tests of systems with communications protocol interfaces contain: 

1. Traffic Handling tools
2. Measurement recording tools
3. Measurement processing and evaluation tools
4. Measurement presentation tools

Traffic handling tools 
The traffic handling tools execute the tested scenario and communicate the requested services to the system under test. 
The traffic handling tools may act in three ways with the tested system – as client test tools, as server test tools, or as peer test tools.
Client test tools

Performance tests of a service require test tools that can act as service requesting Clients using the specified set of communication methods to access the services. 

Server test tools
If the tested system does not contain all system internal services requested by the client side of the tested service these services have to be handled by test tools acting as system internal services to enable performance testing at all. 

Test tools providing system internal services to a test bed must also comply to the specified set of communication methods to access the simulated services. 

Test tools that provide system internal services to a test bed will reduce the costs of the test bed substantially.  

Peer test tools
Some application protocols require a test tool client to be able to act as a test tool server concurrently. This means that the test tools must be able to send service requests to the tested system and receive requests from the tested system concurrently. 

4.2.1 Measurement recording tools 

An important function of performance test tools is to capture and save requested performance data. Performance data are recorded externally and internally with respect to the tested system. 
External performance data describe how the tested system responds to service requests from the performance test tools. 
External performance data are captured by the performance test tool’s code interfacing the tested system. 
Internal performance data describe how the tested system handles service requests from the performance test tools internally. Internal performance data are captured by probes running inside the tested system. The probes are managed by the performance test tools. 
Section 7.2 describes requirements on recorded performance data for measurement data processing. 
4.2.2 Measurement data processing and evaluation tools 

Measurement data processing tools transform captured performance data (raw performance data) into metric values describing requested performance characteristics of a system. 

Measurement evaluation tools rate processed metric values according to a set of rules. The purpose is to automatically produce a verdict about the measured performance characteristics about the tested system.
4.2.3 Measurement presentation tools 

Measurement presentation tools concern how the processed metric values describing requested performance characteristics are presented to users of the system.
4.3 Test bed infrastructure 

The System Under Test and the Performance Test Tools run on physically separate equipment in performance tests. 
The Test Bed Infrastructure contains the equipment that interconects the System Under Test and the Performance Test Tools. 
The interface between the system under test and the performance test tools can be an Application Programming Interface or a Communication Protocol Interface. Both interfaces are in reality IP based communication services. The test bed infra structure contains network components such as switches and name servers for interconnecting 
5 Service concepts and services interfaces 
5.1 Service concepts
A distributed system does not only provide its services to users over a published interface. A distributed system is also implemented as a heterogeneous network of communicating functional components offering different services. If a service is general enough it can be used as a shared service by multiple applications, i.e. a service in a distributed system is available to any client who needs it. The rational of the Client-Server concept is reuse of software as an on-line service. 
5.1.1 System and service topology and system performance

A Distributed system is not only built on several layers of services, but each layer of services may also be distributed on a large number of system components (servers). 

The system topology describes how the system components are interconected and they requirements to traverse the system between any two components. The service topology describes how system external services and system internal services are allocated on the system components. The service topology is never static on a large system, but continuously monitored and reshaped by the application platform software of the system.

The performance tests of service topology focus on the speed of locating services and routing requests to services processing components. These are tests of accessibility of services. 

5.2 Service characteristics

Service characteristics are descriptions of different implementation aspects and cover:
· Service complexity characteristics

· Service resource characteristics

· Service duration characteristics

· Service measurement characteristics

The purpose of specifying characteristics of services is to improve the quality of performance test cases. With a well written specification of the characteristics of a tested service provides a better understanding of what should be measured and how.
5.2.1 Service complexity characteristics
Service complexity characteristics describe the construction of a service. The complexity covers a wide range from simple transaction services to services containing a set of subservices. 
· Simple services 

· Complex services with multiple operations 

· Complex services with multiple interfaces

· Composite services with several subservices

A simple services contains a single request with related responses on the specified interface.

A complex service with multiple operations contains several requests with related responses. 

A complex service with multiple interfaces contains requests on several interfaces, where each interface has a set of one or more requests with related responses. 

A composite service contains several logically separate subservices, where each subservice has a defined interface with a set of one or more requests with related responses.
5.2.2 Service resource characteristics
Service resource characteristics describe the physical resource load on the tested system and cover: 

· Processing characteristics 

· Storage characteristics 

· Transmission characteristics (bandwidth)

Processing characteristics cover CPU usage by the service.
Storage characteristics cover memory usage by the service.

Transmission characteristics cover bandwidth usage by the service.
5.2.3 Service duration characteristics
Service duration characteristics describe the combination of stateless or stateful services and the service duration.
· Services with short duration

· Services with varying duration

· Services with long duration

Services with short duration are any type of simple service (request – response) where short response time is essential. Services are stateless. 
Services with varying duration are services where duration varies from case to case, such as a call service. Services are stateful.
Services with long duration are services where duration usually lasts through the performance test, such as a session service. Services are stateful. 
5.2.4 Service measurement characteristics

Service complexity characteristics describe the construction of a service. The complexity covers a wide range from simple transaction services to services containing a set of subservices. 

· Simple services 

· Complex services with multiple operations 

· Complex services with multiple interfaces

· Composite services with several subservices

Measurement characteristics for simple services contain the service and alternative responses. Response time for the service has the same definition as the interaction on the interface.
Measurement characteristics for complex services with multiple operations contain recordings of complete service requests as well as measurements of individual interactions and their responses. 

Measurement characteristics for complex services with multiple interfaces contain recordings of complete service requests as well as measurements of individual interactions and their responses on each involved interface. 

Measurement characteristics for composite services with several subservices contain recordings of complete service requests, complete subservice requests, and measurements of individual interactions and their responses on each involved interface for each subservice. 
5.3 Service Interfaces
The system services are accessible on one or more system interfaces, where different services might use different interfaces. An interface between the system under test and the performance test tools can be an Application Programming Interface (an API) or a Communications Protocol Interface.
5.3.1 Application Programming Interfaces
An Application Programming Interface provides a function library for a call based dialogue between the tested system and the test tools. 
An Application Programming Interface normally hides the actual network between the test tools and the tested system. The actual network is in most cases a Communications Protocol Interface.

5.3.2 Communication Protocol Interfaces 
A Communications Protocol Interface is a protocol stack with protocols from the following three of the OSI layers:
1. Application layer protocols (OSI layer 7)

2. Transport layer protocols (OSI layer 4)

3. Network layer protocols(OSI layer 3)

Examples of application layer protocols are HTTP, SOAP, SIP, Radius, Diameter, DHCP etc. 

Examples of transport layer protocols are TCP, UDP, SCTP etc.

Examples of network layer protocols in are IP (IPv4 and/or IPv6), IPsec etc.

A Communications Protocol Interface usually defines a subset of the used application layer interface
More will be added here. 

6 Test input 

This section discusses the input to performance tests and covers:

· Performance test configuration elements 6.1
· Load characteristics and load conditions

· Workload characteristics and workload conditions

· Performance test conditions 
· Test scenarios
· Test case data 
6.1 Performance test configuration
Performance test cases are a specification that must be translated into performance test configurations, i.e. test bed and test tool configurations to enable collection of performance data. Performance test configuration elements are: 

1. Load specifications 

2. Work specifications 

3. Test data specifications 

4. Data collection specifications 

5. Test bed configuration specifications

A performance test configuration covers one or more performance test cases, depending on the conditions for recording performance data. 

6.1.1 Load specifications 

A general description of load specifications will be inserted here
6.1.2 Work specifications 

Will be added. 

6.1.3 Data specifications 

Will be added. 

6.1.4 Measurement specifications 

Will be added. 

6.2 Load characteristics and load conditions

Load levels and load volumes

Session based load 

Traffic rate based load 

Traffic rates 

Traffic rate duration  

Transition time between two Traffic rates 

Number of simulated entities  

Test duration 

Load patterns

The following topics will be discussed here:
Constant load  
Stepwise increased load 

Statistical load patterns 

Peak load 

Saw tooth load  
More will be added. 

Load profiles

More will be added. 

6.3 Workload characteristics and workload conditions

Will be added. 

6.4 Performance test conditions

Test case conditions: general (pre-conditions, measurement conditions, post-conditions). 
6.4.1 Test execution conditions
Pre-conditions are conditions that must be met to start test execution and to continue execution after initial test steps have completed, the warm-up phase when simulated users get activated. Post-conditions are the conditions that must be met after test execution has completed and before next test can start. 
Pre-conditions

Test pre-conditions state what must be granted to start a performance test. Pre-conditions apply on the performance test bed and the tested application. 
Test bed pre-conditions
Test bed pre-conditions are Examples of test bed pre-conditions are: 

1. Exclusive access to the performance test bed
2. Enough resources for executing a performance test case, such as disk space.
3. Correct configuration of the test bed components, such as test tool equipment connected to all open SUT interfaces.
Application pre-conditions
Examples of application pre-conditions are: 

1. Ensure all simulated entities are in correct state to run the test,such as all simulated enitities are successfully registered and accepted by the system. (Not always required) 
2. Ensure required load is applied on the SUT. 

3. Ensure that the SUT can process requested application services

Post-conditions

Post-conditions state what must be performed after the performance test execution completed. 

Examples of post-conditions are: 

1. All system resources reserved during test execution are released, such as all sessions and other resources are returned.
2. Central resources on the test bed are reset, such as used databases.
6.4.2 Measurement recording conditions

Measurement recording conditions are requirements for collection of performance data during performance test execution. 

More will be added. 
6.5 Test scenarios 

Will be added. 

6.6 Test case data

Performance test case data are input for tailored service requests, 
More will be added. 
7 Test output 
7.1 General 

This section discusses the output from performance tests and covers:

· Attributes of performance measurement data

· Attributes of performance metrics

· Performance data processing 

· Performance data evaluation 

· Performance data presentation 

Performance measurements are done to provide figures on specified performance characteristics of tested systems. There are two types of performance measurement data collected by every performance test: 

· Performance data that is input to requested performance characteristics. 
· Performance data that shows the conditions for collecting  data about requested performance characteristics. 
Some performance test output terminology
Performance characteristics is a set of performance attributes that applies on a tested system.  

Performance measurement data are the raw data related to the performance characteristics of the tested system that is collected by a performance test.  
Performance metrics are the representation format of the performance characteristics.  
Performance data processing are the operations when collected raw performance data are transformed to values for metrics related to the performance characteristics of the tested system. 

Performance data evaluations are the operations when measured performance metrics are rated according to expectations or stated performance goals.  
More will be added. 

7.2 Attributes of performance measurement data
The section discusses the following aspects on recorded performance data: 

1. Measurement points
2. Measurement recording conditions
3. Measurement recordings 

4. Collected measurement data 
7.2.1 Measurements points 
Measurement points describe where performance data are collected. There are two types of measurement points:
1. External measurement points 

2. Internal measurement points 

External measurement points

External measurement points are data collection locations outside a SUT, usually at the test tools. 

At an External measurement point performance data are collected about a flow of requested services types and related service responses. An External measurement point can be a requested service or one of many different response types received for a specific service type . 

Internal measurement points

Internal measurement points are data collection locations inside the SUT. 

At an Internal measurement point performance data are collected about how resources are managed inside the SUT under stated conditions. An internal measurement point can be located globally for a server, or a process group

7.2.2 Measurements recording conditions 

Measurement recording conditions state what must be fullfilled for meaningful collection of performance data. 

Measurement conditions describe circumstances for measurement data  

· Directive measurement conditions
· Informative measurement conditions
Directive measurement conditions are stateed requirements on conditions for capturing performance data. 

Informative measurement conditions are rcordings of the conditions that applied when performance data were captured.
More will be added. 

7.2.3 Measurements recording requirements 

Recorded measurement data must meet measurement recording requirements to be useful for processing metric values. 
More will be added. 

7.2.4 Collected measurement data 
Collected measurement data, i.e. what kind of measurement (no need to access individual data) 
More will be added. 

7.2.5 Measurements data requirements

To be useful all measurement values, collected performance data and processed metrics, must meet the following requirements: 

Uniquely identified,
i.e. identified identified as to what they represent 
Understandable,
i.e. must be specified
Comparable,
i.e. must be possible to compare with similar metrics from other performance measurements
Repeatable,
i.e. must be specified such that it is possible to repeat the performance measurements
Accurate,
i.e. must meet requirements on measurement precision  
Computable
i.e. must be possible to use measurements as input to performance computations

Uniuely identified 
Recording type
To be useful each collected measurement value must contain information that give answers to what is represented by the measurement value? 

Recording location
To be useful each collected measurement value must contain information that give answers to where was the measurement value captured? 

Recording time
To be useful each collected measurement value must contain information that give answers to when was the measurement value captured? 
7.3 Attributes of performance metrics
7.3.1 Metrics Specifications

Performance tests collect various performance data describing different events during the performance test. 
To be useful each collected measurement value must contain information that give answers to: 

Metrics format: Value type, Unit and scaling, Accuracy (+/- %) 

Metrics that show if values are accumulated or momentanous  

Units of metrics: Elapsed time, time-stamps, counters, percentages, 

7.3.2 Types of metrics

Metrics based on raw performance data
Raw performance metrics are performance data collected during a performance test and recorded in native form, i.e. data are not yet processed or formatted in any way, such as collected response time measurement values for a specific type of transaction.. 

Metrics based on transformed performance data

Transformed performance metrics are raw performance data processed into logically related performance metrics, such as response time data transformed into average responsetime metrics or standard deviation of response time values. 

Metrics based on normalized performance data
Normalized performance metrics are performance data transformed to a common norm, for example transactions per second or rejected requests per million service requests etc. 

In graphs performance metrics are usually displayed with metrical values on the Y-axis and recording time on the X-axis. We call this type of presentation of metrics time based, for example variations in response time during a test. 

Presentation of metrics can also be based on other figures than time, i.e. show other variables on the X-axis. 
Presentaion of metrics are value based when the metrical values are displayed on the X-axis and frequencies of metrical values are displayed on the Y-axis, for example response time distribution is shown as a histogram with response time interval values on the X-axis and the frequency or percentage of each response time interval on the Y-axis.

Derived performance metrics
Generated performance metrics are new performance metrics derived from calculations on raw or generated performance metrics, such as resource usage per processed request of a service. 

7.4 Performance data processing

Performance data processing is the transformation of recorded measurement data (raw performance data) to metric values. 

More will be added. 

7.5 Performance data evaluation

Performance data evaluation is the rating of derived metric values by applying a measurement scale. 

Performance verdict is the results of performance data evaluation. 

More will be added. 

7.6 Performance data presentation

Performance data presentation is the display of derived metric values. Can be done in many ways

More will be added. 

8 Performance attributes and categories 
There is an almost infinite number of performance attributes that can be applied on a system. It is therefore convenient to group attributes into performance categories, such as a category for powerfulness attributes, a category for reliability attributes, or a category for efficiency attributes. 

The performance categories can be exemplified by equivalent performance categories for a car where 
· Powerfulness attributes cover top speed, acceleration, maximum load etc. 
· Reliability attributes cover maintenance distance, operating temperatures etc, and 
· Efficiency attributes cover milage and driving distance on a full tank. 
8.1 Powerfulness 

The performance category for powerfulness attributes contains indicators of volume and speed of service production. The performance category has subcategories for capacity, responsiveness, and scalability. 
Section 9.1 describes powerfulness metrics. 
8.1.1 Capacity attributes
Capacity atributes describe different kinds of service request volumes handled by a system and include:

1. Arrival capacities 

2. Throughput capacities 

3. Concurrency capacities
4. Peak capacities
Arrival capacities 

Arrival capacities describe a system’s ability to accept service requests per time unit on a given hardware configuration. Arrival capacities can be measured for individual services or mixes of services. 

Sustained arrival capacity - is a performance attribute for the maximum number of service requests that can be accepted per time unit continuously.

Throughput capacities

Throughput capacities describe a system’s ability to finish service requests per time unit continuously on a given hardware configuration. Throughput capacities can be measured for individual services or mixes of services.
Sustained throughput capacity - is a performance attribute for the maximum number of service requests that can be accepted per time unit continuously.
Concurrency capacities

Concurrency capacities describe a system’s ability to handle multiple services requests concurrently on a given hardware configuration. Concurrency capacities can be measured for individual services or mixes of services.

Concurrent active load capacity - is a performance attribute for the maximum number of active load services requests that can be handled concurrently. Services causing active load require fast delivery and demand processing resources (CPU). Services can be that stateless or stateful. 

Concurrent passive load capacity - is a performance attribute for the maximum number of passive load services requests that can be handled concurrently. Services causing passive load have long duration and require no or little processing resources (CPU). Services are stateful. A typical passive load service is a pending user session. A pending user session is a prerequisite for other service requests and occupies some resources such as memory and timer functions. 
Peak capacities

Peak capacities describe a system’s ability to handle an overload of service requests during a short period of time on a given hardware configuration. Concurrency capacities can be measured for individual services or mixes of services.

Peak arrival capacity - is a performance attribute for the maximum arrival rate of service requests during a specified period of time. 
8.1.2 Responsiveness attributes 
Responsiveness atributes describe different kinds of service processing time delivered by a system include:

1. Response time attributes 
2. Roundtrip time attributes 
3. Queuing time attributes 
4. Transportation time attributes 
5. Latency time attributes 
Response time attributes

Will be added. 
Roundtrip time attributes

Will be added. 

Queueing time attributes

Will be added. 

Transportation time attributes

Will be added. 

Latency time attributes

Will be added. 

8.1.3 Scalability attributes
Scalability attributes describe expandability of service processing for a SUT. 
Scalability attributes include:
1. Capacity scaling
2. Distribution scaling 

3. Functionality scaling 
Capacity scaling

Capacity scaling are measurements of the relation between increases in hw and related increases in service capacity, i.e. the SUT’s ability to utilize increases in hw for increases in service capacities.
Distribution scaling

Distribution scaling are measurements of increases in service processing locations and related increases in service capacity and changes to services responsiveness. 
Functionality scaling

Functionality scaling are measurements of changes to service capacity and service responsiveness when adding or changing the functionality 
8.2 Reliability

The performance category reliability contains indicators of how predictable a system’s production of service is. The performance category has subcategories for Quality-of-Service, stability, availability, robustness, recovery, and correctness. Section 9.2 describes reliability metrics. 
8.2.1 Quality-of-Service attributes
Quality-of-Service attributes are indicators of a system’s ability to deliver services with requested qualities. 
8.2.2 Stability attributes
Stability attributes are indicators of a system’s ability to maintain powerfulness and/or efficiency characteristics over time in services delivery, 
i.e. can the tested system maintain measured performance figures for Powerfulness and/or Efficiency regardless of time. 

8.2.3 Availability attributes
Availability attributes are indicators of a system’s ability to delivery services over time. Different availability attributes are applied on hardware (physical availability) and on software (logical availability). 
Logical availability attributes
Logical availability are external measurements of error responses to service requests. 
Availability attributes for software are probability figures for uptime or service delivery.
More will be added here. 

Physical availability attributes
Physical availability are internal measurements of equipment malfunctioning in real time. 
Availability attributes for hardware are uptime figures before an expected failure also called MTBF figures.

8.2.4 Robustness attributes
Robustness attributes are indicators of a system’s ability to keep services levels under extreme conditions. 
Extreme conditions can be caused internally by hardware or software malfunctioning, or 
externally extreme peak load conditions, or by denial-of-service attacks or other malice attempts .  
8.2.5 Recovery attributes
Recovery attributes are indicators of production disturbances from hardware or software malfunctioning. 
Time-to-detect - are a performance attributes for time to identify a production disturbance.

System-restart-time - are a performance attributes for restart of a system after a partial or full outage. 
Application-restart-time - are a performance attributes for restart of a system after system software updates. 

Service-take-over-time - are a performance attributes for restart of software services on a new set of servers.
8.2.6 Correctness attributes
Correctness attributes are indicators of a system’s ability to deliver correctly processed service requests under high or odd load conditions. 
8.3 Efficiency 
The performance category efficiency contains indicators of dependencies on resources in service production. The performance category has subcategories for service usage, resource usage, resource utilization, resource linearity, resource balance, load balance, and resource scalability. Section 9.3 describes efficiency metrics. 
Capacity bottlenecks 

Manageable bottlenecks are capacity limitations due to lack of hardware resources or wrong configurations or other reasons that can be easily resolved. 

Ultimate bottlenecks are capacity limitations due to design limitations that require major efforts in re-design and implementation. 

More will be added here. 

8.3.1 Service usage attributes
More will be added here. 

8.3.2 Resource usage attributes
Resource usage attributes are indicators of a various system hardware resources required for processing services. Resource usage attributes are calculated per processed service request or batches thereof such as 1000 service requests. Resource usage can be measured as absolute figures, or as percentage values of available resources
8.3.3 Resource utilization attributes
Resource utilization attributes are indicators of a system’s ability to utilize available resources for service production.  Limitations in resource utilization are usually cases of configuration bottlenecks. 
Resource utilization attribute figures are measured as percentage values of available resources 
More will be added. 

8.3.4 Resource linearity attributes
Resource linearity attributes are indicators of a system’s ability to use a constant amount of resources for production of a service regardless of the actual load level on the system.
More will be added. 

8.3.5 Resource balance attributes
Resource balance characteristics are indicators of a system’s resource configurations. The purpose is to find resource shortages and resource excesses. A badly balanced system runs out of one type of resources when there is still plenty of other resources. 
More will be added. 

8.3.6 Load balance attributes
Load balance attributes are indicators of a system’s ability to distribute load on available processing equipment. Other cases of Load balance attributes are indicators of a system’s ability to distribute load and redistribute load at various levels of system outages. 
More will be added. 
8.3.7 Resource scalability attributes
Resource scalability attributes are indicators of a system’s ability to utilize additional resources for service production.
More will be added. 
9 Performance metrics 
Metrics values are recorded performance data transformed into indications of performance characteristics.

Performance metrics are the formal representations of performance attributes. 

9.1 Metrics for powerfulness 

Metrics for powerfulness attributes contains indicators of volume and speed of service production. The performance category has subcategories for capacity, responsiveness, and scalability. 

Section 8.1 describes powerfulness attributes. 
9.1.1 Capacity metrics 
Capacity atributes describe different kinds of service request volumes handled by a system and include:

1. Arrival capacities 

2. Throughput capacities 

3. Concurrency capacities
4. Peak capacities
Arrival capacities 

Will be added. 
Throughput capacity metrics
Will be added. 
Concurrency capacity metrics
Will be added. 
Peak capacity metrics
Will be added. 
9.1.2 Responsiveness metrics 
Responsiveness metrics are indicators of a systems’s service processing speed. Responsiveness metrics cover: 

1. Response time metrics
2. Roundtrip time metrics
3. Queuing time metrics
4. Transportation time metrics
5. Latency time metrics
Response time metrics

Will be added. 
Roundtrip time metrics

Will be added. 
Queueing time metrics

Will be added. 
Transportation time metrics

Will be added. 
Latency time metrics

Will be added. 
9.1.3 Scalability metrics 
Will be added. 
9.2 Reliability metrics 
Reliability metrics are indicators of how predictable a SUT provides services. 

Reliability metrics are expressed in following types of metrics:

1. Stability metrics
2. Availability metrics
3. Robustness metrics
4. Recovery metrics
5. Correctness metrics
9.2.1 Stability metrics
Will be added. 
9.2.2 Availability metrics
Will be added. 
9.2.3 Robustness metrics
Will be added. 
9.2.4 Recovery metrics
Will be added. 
9.2.5 Correctness metrics
Will be added. 
9.3 Efficiency metrics 
Efficiency metrics are indicators of a SUT’s efficiency in processing service requests. Efficiency metrics include:
1. Resource usage metrics

2. Resource utilization metrics

3. Resource linearity metrics

4. Resource balance metrics

5. Load balance metrics

6. Capacity bottlenecks metrics

7. Resource scalability metrics

9.3.1 Service usage metrics

Will be added. 
9.3.2 Resource usage metrics
Will be added. 
9.3.3 Resource utilization metrics
Will be added. 
9.3.4 Resource linearity metrics

Will be added. 
9.3.5 Resource balance metrics
Will be added. 
9.3.6 Load balance metrics

Will be added. 
9.3.7 Capacity bottleneck metrics
Will be added. 
9.3.8 Resource scalability metrics
Will be added. 
10 Performance testing 

Performance tests of different performance categories
Performance tests of different service categories

10.1 Powerfulness testing
Powerfulness testing are measurements of a system’s power to process service requests. 

Will be added. 
10.1.1 Capacity testing
Will be added. 
10.1.2 Responsiveness tests
Responsiveness tests of a system are different measurements of time. Tests include: Response time measurements of a service, roundtrip time of a service, Queuing time for service processing, transportation time for a service, etc.

More will be added. 
10.1.3 Scalability tests
Scalability tests of a system are measurements of expanding system services. Tests include scaling capacity of a service, scaling distribution of a service, and scaling functionality of a service. Scaling capacity of a service are measurements of the relation between increases in hw and related increases in service capacity. Scaling distribution of a service are measurements of increases in service processing locations and related increases in service capacity and changes to services responsiveness. Scaling functionality are measurements of changes to service capacity and service responsiveness when adding or improving the functionality 

More will be added. 
10.2 Reliability tests
Reliability testing collect data that describe how predictable a system’s service production is. 

Measurements includes:

1. Stability measurements 
2. Availability measurements

3. Robustness measurements
4. Recovery measurements

5. Correctness measurements
10.2.1 Stability tests
Stability tests of a system are measurements of trends or patterns over time in a system’s powerfulness and/or efficiency characteristic. The performance test objectives are to verify service delivery with maintain performance regardless of time. 

More will be added. 
10.2.2 Availability tests
More will be added. 
10.2.3 Robustness tests
Robustness tests of a system are external measurements of a system service levels during extreme conditions. Tests include extreme conditions caused internally by hardware or software outages and extreme conditions caused externally by denial-of-service attacks or extreme peak load conditions.  

More will be added. 
10.2.4 Recovery tests
Recovery tests of a system are measurements of time to recover from various conditions. Tests include time to recover from partial or full restart of system and time to recover from update of system hw and/or system sw. 

More will be added. 
Correctness tests
Correctness tests of a system are measurements of a system's ability to deliver correct results under high or odd load conditions. 

More will be added. 
10.3 Efficiency testing
Efficiency tests of a system are measurements of a SUT’s efficiency in processing service requests. 

Efficiency measurements cover Resource usage, Resource utilization, Resource linearity, Resource balance, Load balance, Capacity bottlenecks, and Resource scalability. 

10.3.1 Resource usage 

Resource usage tests of a system are measurements and analysis of resource usage by provided services. 
The test objectives are to identify redundant usage of resources due to redundant use of requested services, which is a common problem in Distributed systems where implicit services requests are rarely under full control. 
Measurements are evaluated with respect to stated performance goals. 
Tests also include analysis of limits in powerfulness (capacity and responsiveness) due to bottlenecks or design problems and resource allocation problems (Peak-on-Peak problems). 

More will be added. 
10.3.2 Resource utilization testing
Resource utilization tests of a system are measurements of how physical and logical resources can be configured and utilized to optimize service delivery. The test objectives are to identify limitations in powerfulness due to poor utilization of physical and logical resources and possible reasons thereof, such as weak load distribution or bottlenecks in access to system internal services (internal queues).
More will be added. 
10.3.3 Resource linearity testing
Resource linearity tests of a system are are measurements of resources used to process various services at various conditions of the tested system. Under normal circumstances resources used to process a request should be constant regardless of conditions in the servicing component (a deterministic behavior). The tests include: Resource linearity after long time of processing, resource linearity after processing the tested service a large number of times, or resource linearity under low vs. high load conditions on the tested system component.
More will be added. 
10.3.4 Resource balance testing
Resource balance tests of a system are measurements of performance limits due to imbalances in physical resources, i.e. shortages in one sort of resources when there is plenty of other resources available. Correction of identified resource imbalances by adding more hw resources of a kind may greatly improve processing capacities at a low extra cost.  Uncorrected physical imbalances reduce return-on-investment or the economical outcome of a system. 
More will be added. 
10.3.5 Load balance measurements
More will be added. 
10.3.6 Resource scalability measurements
Resource scalability tests of a system are measurements of processing capacity at various levels of processing resources. The test objectives are to identify possible limitations in scalability. The scalability limitations may have many reasons, such as inability to utilize multiple CPUs on a server or utilize multiple cores in a CPU. Scalability limitations will put an absolute limit to the processing capacity of a system (an ultimate bottleneck). 
More will be added. 
11 Performance test principles and strategies 

11.1 Performance test principles

More will be added. 
11.1.1 The system draining principles

Performance test principles is a term describing rules that applies to performance tests. Performance test principles include:

More will be added. 
11.2 Performance test strategies

More will be added. 
11.2.1 Test strategies for powerfulness measurements

Methods to reduce service time in a distributed system
Caching is a standard method to reduce the need for requesting services. Caching can be applied on any level of provided services is consequently an efficient way of reducing the amount of system internal service requests to process a service delivered by the system. 

Methods to optimize service time in a distributed system

System services are not used evenly. A classic but never verified principle is the 20 – 80 rule stating that 80% of the service requests use 20% of the services. Optimizing performance of the most frequently used services at the cost of less frequently used services may cause dramatic improvements of produced services and improve efficiency powerfulness of the system. A side effect of optimizing service time of frequent services is also improved reliability.

In a distributed system service time can be optimized in several ways. 

Here will follow a set of service optimizations for Distributed systems that need to be performance tested.
More will be added. 
11.3 Test strategies for reliability measurements

More will be added. 
11.4 Test strategies for efficiency measurements

More will be added. 
12 Test methods 

This section discusses the terminology of performance test methods with focus on the following topics:
· General test methods 
· Test methods for powerfulness measurements

· Test methods for reliability measurements

· Test methods for efficiency measurements

12.1 Test methods for powerfulness measurements

Service dependencies and capacity requirements
A Distributed system is built on several layers of requested services. Each layer of services depends on the requested layer of services down to the bottom layer of requested services (services that don not request other Internal Services). 

The bottom layer of requested services are also the most frequently requested services. A single service at the bottom layer of services may be accessed several times when processing a System Service. Capacity shortages of a single service at the bottom layer of services may therefore create long queueing time for services and thus substantial service time increases, which in turn will cause unacceptable service time increases of provided System Services. The bottom layer of Internal Services must consequently also meet higher requirements on capacity than other Internal Services. 

12.2 Test methods for reliability measurements

Service dependencies and reliability requirements
A Distributed system is built on several layers of requested services. Each layer of services depends on the requested layer of services down to the bottom layer of requested services (services that don not request other Internal Services). 

The layers of requested services create a dependency hierarchy. The bottom layer of requested services is the most commonly used service. Unavailability of a single service at the bottom layer of services may therefore cause unavailability of a large number of, or even all, provided System Services. The bottom layer of Internal Services must consequently meet higher requirements on reliability than Internal Services on higher levels. Reliability tests of of a Distributed system is therefore a critical task. 

The availability and robustness of services of a Distributed system is however increased substantially if it is available on multiple independent system components concurrently, i.e. redundant services increase both availability and capacity. Reliability Testing how availability and robustness is affected by service redundency is another critical target of performance testing Distributed systems. 

More will be added. 
13 Performance test projects

This section discusses concepts and terminology of performance test projects, such as test planning, test strategies, test preparations, test scheduling, test execution, test evaluation, test reporting, and test teams. 

13.1 Performance test planning 

Will be added. 
13.2 Performance test strategies 

Will be added. 
13.3 Performance test preparations 
Will be added. 
13.4 Performance test scheduling 

Will be added. 
13.5 Performance test execution 
Will be added. 
13.6 Performance test evaluation 
Will be added. 
13.7 Performance test reporting 
Will be added. 
13.8 Performance test teams 

Will be added. 
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