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Foreword

This ETSI Guide (EG) has been produced by ETSI Technical Committee Methods for Testing and Specification (MTS).
1
Scope

The present document describes a set of methodologies that combine risk assessment and testing. It distinguishes between risk-based testing (risk assessment to improve the testing) and test-based risk assessment (using testing to improve the risk assessment). A methodology in the sense of this WI describes a collection of systematically aligned activities with associated rules, methods and best practices to achieve a certain goal or result. The methodologies are based on  standards like ISO 31000 and IEEE 829/29119.
2
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NOTE:
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3
Definitions, symbols and abbreviations

Delete from the above heading the word(s) which is/are not applicable, (see clauses 13 and 14 of EDRs).

Definitions and abbreviations extracted from ETSI deliverables can be useful when drafting documents and can be consulted via the Terms and Definitions Interactive Database (TEDDI) (http://webapp.etsi.org/Teddi/).
3.1
Definitions

For the purposes of the present document, the following terms and definitions  apply:

Asset: Anything that has value to the stakeholders (adopted from[i.7]).
NOTE:
See ISO 27000:2009(E)[i.7].
Consequence: the outcome of an event affecting objectives [i.9].
NOTE:
See ISO 31000:2009(E) [i.9].
Event: the occurrence or change of a particular set of circumstances [i.9].
NOTE:
See ISO 31000:2009(E) [i.9].

Likelihood: the chance of something happening [i.9].
NOTE:
See ISO 31000:2009(E) [i.9].
Objective: something the stakeholder is aiming towards or a strategic position it is working to attain (adapted from 0).
Risk: the combination of the consequences of an event with respect to an objective and the associated likelihood of occurrence (adapted from ISO 31000:2009(E)).
NOTE:
See ISO 31000:2009(E)[i.9].
Risk Criterion: the term of reference against which the significance of a risk is evaluated [i.9].
NOTE:
See ISO 31000:2009(E) [i.9].

Risk Level: the magnitude of a risk or combination of risks, expressed in terms of the combination of consequences and their likelihood [i.9].
NOTE:
See ISO 31000:2009(E) [i.9].

Risk Source: an element which alone or in combination has the intrinsic potential to give rise to risk[i.9].
NOTE:
See ISO 31000:2009(E)[i.9].
Security Requirement: A specification of the required security for the system (adopted from[i.19]).

Security Risk: A risk caused by a threat exploiting a vulnerability and thereby violating a security requirement.
Security Risk Assessment: The process of risk asset specialized towards security.
Stakeholder: a person or organization that can affect, be affected by, or perceive themselves to be affected by a decision or activity[i.9].
NOTE:
See ISO 31000:2009(E)[i.9].

Test case: is a set of preconditions, inputs (including actions, where applicable), and expected results, developed to determine whether or not the covered part of the test item has been implemented correctly.
NOTE:
See IEEE 29119 [i.6]
Test completion criteria: are a set of generic and specific conditions, agreed upon with the stakeholders, for permitting a testing process or a testing sub process to be completed.
Test condition: is a testable aspect of the test item (i.e. a component or system), such as a function, transaction, feature, quality attribute, or structural element identified as a basis for testing.
NOTE:
See IEEE 29119 [i.6]
Test item: is a work product (e.g. system, software item, requirements document, design specification, user guide) that is an object of testing.
NOTE:
See IEEE 29119 [i.6]

Test coverage item: is an attribute or combination of attributes to be exercised by a test case that is derived from one or more test conditions by using a test design technique.
NOTE:
See IEEE 29119 [i.6]

Test log: is a recording which tests cases were run, who ran them, in what order, and whether each test passed or failed.
NOTE:
See IEEE 29119 [i.6] and IEEE 829 [i.5]
Test incident: is an event occurring during testing that requires investigation (ISTQB[i.14]).
NOTE:
See IEEE 29119 [i.6] and IEEE 829 [i.5]

Test incident report: is a detailed description for any test that failed. It contains the actual versus expected result and other information intended to throw light on why a test has failed. The report consists of all details of the incident such as actual and expected results, when it failed, and any supporting evidence that will help in its resolution. The report will also include, if possible, an assessment of the impact of an incident upon testing.
NOTE:
See IEEE 829[i.5], IEEE 29119 [i.6]
Test plan: is a detailed description of test objectives to be achieved and the means and schedule for achieving them, organized to coordinate testing activities for some test item or set of test items.
NOTE:
See IEEE 29119 [i.6]
Test procedure: is a sequence of test cases in execution order, and any associated actions that may be required to set up the initial preconditions and any wrap up activities post execution.
NOTE:
See IEEE 29119 [i.6]

Test result: is an indication of whether or not a specific test case has passed or failed, i.e. if the actual result corresponds to the expected result or if deviations were observed [i.6]. Relevant testing standards [i.14] refer to test results with the values none, pass, inconclusive, fail and error.
Test (design) technique: is a compilation of activities, concepts, processes, and patterns used to identify test conditions for a test item, derive corresponding test coverage items, and subsequently derive or select test cases.
NOTE:
See IEEE 29119 [i.6]
Threat: Potential cause of an unwanted incident[i.7].
Unwanted Incident: An event representing a security risk.
Vulnerability: A weakness of an asset or control that can be exploited by a threat [i.7].
Definition format

example 1: text used to clarify abstract rules by applying them literally

NOTE:
This may contain additional information.

3.2
Symbols

Clause numbering depends on applicability.

For the purposes of the present document, the [following] symbols [given in ... and the following] apply:

Symbol format

<symbol>
<Explanation>

<2nd symbol>
<2nd Explanation>

<3rd symbol>
<3rd Explanation>

3.3
Abbreviations

Abbreviations should be ordered alphabetically.

Clause numbering depends on applicability.

For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:

Abbreviation format

<ACRONYM1>
<Explanation>

<ACRONYM2>
<Explanation>

<ACRONYM3>
<Explanation>
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4.
Overview

Within this report we introduce approaches that are dedicated to support companies and organizations in undertaking risk analysis for large scale, networked systems. The approaches cover security risk assessments on different level of abstraction and from different perspectives. Legal risk assessment especially addresses security threats in a legal context and under consideration of legal consequences. Security risk assessment specifically deals with the concise assessment of security threats, their estimated probabilities and their estimated consequences for a set of technical or business related assets. Finally, compliance assessment and security testing can be used to actually examine the target under assessment, i.e. an organization or system, for compliance issues or vulnerabilities. 

· Integrating and interweaving the activities from both sides, thus a systematic integration and completion of risk assessment results with compliance assessment and testing results allows for a more precise, focused and dynamic assessment of systems, processes and other targets.A risk-based approach to compliance and testing will focus the compliance and testing resources, on the areas, which are most likely to cause concern. Such a process involves identifying the areas of high risk within the target’s compliance setting and building and prioritizing the compliance measures and testing program around these risks.
· A compliance or test-based risk assessment, on the other hand side, is able to ground the assumptions on risk factors with tangible measurements and test results and thus allows to provide a concise feedback whether the properties of the target under assessment are really met. 

This report describes an approach to such a combined risk and compliance assessment. The approach provides a set of techniques and methods to integrate the identification, estimation, and evaluation of risks with a set of tests that check the compliance of the target under assessment with relevant security specifications, rules or regulations. The term compliance that is used in this context to denote a situation where a target under assessment meets the requirements deduced from laws, industry and organizational standards and codes, principles of good governance and accepted community and ethical standards.
4.1
Security risk assessment

Risk assessment methodologies like ETSI TRVA [i.23], CVSS [i.24], STRIDE/DREAD [i.25], OCTAVE [i.26], FAIR [i.27] and Trike [i.28] may help to capture risks and the risk driving factors and sources systematically but are often unspecific on how to measure the individual factors. The main purpose of these kinds of risk analysis methods is to provide systematic process and the definition of a consistent and unambiguous vocabulary for risk identification and handling. In this regards the CERT provides taxonomy on operational cyber security risks [i.29]. The taxonomy identifies sources of operational cyber security risks and organizes them into four classes. It distinguishes between risks established by actions of people, by systems and technology failures, by failed internal processes, or by external events. Each class is broken down into further subclasses, which are described by individual elements (e.g. “actions of people” is subdivided into “Inadvertent Actions”, “Deliberate Actions” and “Inaction”). The Factor Analysis of Information Risk (FAIR) [i.27] provides an information security risk taxonomy, which is comprised of two main branches according to the FAIR’s overall risk definition “Risk = Loss Event Occurrence and Probable Loss Magnitude”. 

From the process point of view, the risk assessment methodologies have differences in detail but mainly propose the same basic actions namely: 
a) identification of assets,

b) threat analysis and vulnerability analysis, 
c) risk evaluation and 

d) the identification of mitigation strategies. 
The OCTAVE method for example defines the main tasks during risk assessment with threats identiﬁcation, security measures identiﬁcations, deﬁnition of business impacts, and the deﬁnition of security measures costs and their standardized values. A step by step approach eases the estimations on the individual risk factors. It starts with the definition of asset-based threat profiles. In this phase the members of an organization identify important information assets, the threats to those assets and the security requirements of the assets. A second phase targets the identification of infrastructure vulnerabilities. Especially the information technology infrastructure is examined for weaknesses (technology vulnerabilities) that can lead to unauthorized action. The last phase is dedicated to the development of a security strategy. The information generated by the organizational and information infrastructure evaluations are carefully analysed to identify risks to the organization and to the organization’s mission as well as to identify countermeasures.

4.2
Security testing

The term software security testing characterizes activities to experimentally check the security features of software implementations. While a number of approaches have long been around to target specific attacks on systems (e.g. vulnerability scanners) more systematic security testing of systems with respect to specified policies or security properties are a relatively new concern that has started to be addressed in the last few years. In general the software security testing activities can be divided into functional security testing and security vulnerability testing. While security functional testing is used to check the functionality, efficiency and availability of the specified and carefully planned security functionalities and systems (e.g. firewalls, authentication and authorization subsystems, access control), security vulnerability or penetration testing directly addresses the identification and discovery of actually undiscovered system vulnerabilities that are introduced by security design flaws. They analyse systems for any potential vulnerabilities that may result from poor or improper system configuration, known and/or unknown hardware or software flaws, or operational weaknesses in process or technical countermeasures. Penetration test objectives are to determine feasibility of an attack and the impact of a successful exploit. Unfortunately security testing, especially security vulnerability or penetration testing, lacks systematic approaches, which enable the efficient and goal oriented identification, selection and execution of test cases. Risk-oriented testing or risk-based testing characterize a methodology that makes software risks the guiding factor to solve decision problems during testing, e.g. the selection and prioritization of test cases. 

Model-based security testing is an emergent and powerful technology that enables to drive automated test generation of security tests from test generation models and security test pattern. The adaptation of security test generation strategies as well as the adaptation of formalism to represent and exploit security test patterns and test generation models is still under research. The combination of risk assessment and testing first originated from the testing community under the notion risk-based testing (RBT). The main idea of RBT is to use risk assessment in order to improve the testing process. Classical test approaches address risks rather implicitly than systematically. Systems, functions, or modules, which are known to be critical, are tested more intensively than others. The basis of the test planning is often a very simple and unstructured risk assessment, which usually is performed during or in the preparation of the test process. In contrast, there are a number of systematic approaches that can be summarized under the term risk-based. 
5.
Combined security testing, risk and compliance assessment 

Risk and compliance assessment can be applied to different aspects of interest such as technical aspects, business aspects and regulatory or legal aspects. The technical compliance addresses the technical implementation of the target of assessment, including its specification, policies, the framework of laws and enforceable means. Regulatory compliance is the requirement of an organization to achieve in their efforts to ensure that they are aware of and take steps to comply with the legal framework and applicable regulations, which are issued by the respective authorities regionally and internationally. 

The overall RASEN process of security risk and compliance assessment is derived from ISO-31000 and slightly extended to highlight the identification and evaluation of compliance issues as one of the major tasks that need to be carefully aligned with typical risk assessment activities. It is defined independent from any application domain and independent from the level, target or depth of the assessment. It could be applied for legal risk and compliance assessment as well as for any kind of technical assessment. 
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 \* MERGEFORMAT  shows the main activities of a combined risk and compliance assessment approach. It is integrated with a set preparation and support activities. It starts with establishing the context. This process splits up in two steps:

Understanding the business and regulatory environment” is meant to analyze the context of the target under assessment from a business or regulatory perspective.

“Requirements & process identification”. is meant to analyze the technical context of the target under assessment.

· Additionally , support activities like ”Communication & consult” and “Monitoring and review” are meant to set up the management perspective, thus to continuously control, react, improve all relevant information and results of the process. 

· The actual “Risk and compliance assessment” process consists of typical risk assessment activities i.e. “Identify risks”, “Estimate risks” and “Evaluate risks” and corresponding activities to “Identify and evaluate issues”. Depending on the target of assessment and the overall goal and perspective of the assessment the checks that are carried out in “Identify and evaluate issues” are different. 
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Figure 1 Overall risk, compliance and quality assessment process
However, the principles that constitute the interaction between risk assessment and compliance checks are the same independent of the actual properties of the target of assessment and independent of the actual goals and perspectives of the assessment approach itself. Both, the risk assessment side as well as the compliance checking side depend on each other.

1) The compliance checks are strongly influenced, let’s say driven, by the risk assessment activities. Thus, risk assessment and its individual steps are used to control the direction, the selection and quantity of the checks that are performed. 

2) The compliance issues and thus their detections by means of tests have a strong impact on the risk assessment and its results itself. Especially, when the rules, regulations and specification are relevant in order to treat or mitigate the risks. Thus, compliance checks can be used to determine whether the assumptions that have been made during the initial risk assessment are correct or not. 
The majority approaches that combine risk assessment and teting have been developed in the context of critical systems. Thus, they describe the principles of risk-based testing but lack some details of security testing. Redmill [i.16][i.17] describes the use of risk assessment results for the overall test planning. Risk is quantified using the probability and the consequence of system faults. Amland [i.1] calculates the risk of individual software system functions and assesses the failure probabilities for these functions using several weighted factors like design quality, size, and complexity. The risk figures are used to prioritize tests and to decide which functions and subsystems are to be tested more extensively. Zimmermann et al. [i.22] presented a method that allows to automatically generating test cases for risk-based testing of safety-critical systems using Markov chain test models to describe the stimulation and usage profile of the system under test.
In the field of software security testing risk oriented testing approaches are described in [i.13][i.21]. Michael et al. [i.13] outline a general procedure for the testing of security features of software applications. Their risk-based approach is based on the analysis of fault models and attack trees and is used complementary to pure functional testing to integrate the environmental conditions of the software and software use in the testing process. Zech [i.21] describes a methodology for risk-based security testing in cloud computing environments. His approach uses dedicated and formalized test models to identify risks and specify negative requirements by means of so called misuse cases. Moreover, the research projects SPACIOS, DIAMONDS and RASEN made and make valuable contributions in defining techniques and methodologies for Risk-based security testing. While the DIAMONDS project has introduced the notion of test-based risk assessment, the RASEN project emphasizes compositional aspect for risk-based security testing.

In the following sections we describe certain instances of the overall process that each focuses one of the main RASEN methods, namely legal risk and compliance assessment, test-based risk assessment and risk-based security testing. Finally, we show how these methods could be integrated.
6
A conceptual model for risk-based security testing
6.1
Testing

Testing and especially software testing is an analytical approach to evaluate a system or a software system for compliance with a set of requirements that have been defined for the use and the quality of a system. The findings are used to detect and correct software errors. Testing is normally integrated in the software development process and thus an essential part of software development. In general we can distinguish dynamic and static test approaches. While dynamic testing evaluates the system when it is under execution, static testing addresses the quality of the program code, models, and other artifacts from the development process. Dynamic testing is one of the best known and most used quality assurance measures with many different techniques that are of great importance in practice. Most of the techniques are relatively well known and are already established. Nevertheless, there have been many advances for test automation and model-based testing in industrial practice through the introduction of techniques which aim in particular to systematize and automate the testing.

Standards like IEEE 829[i.5], ISO/IEC/IEEE 29119[i.6], the ISTQB Glossary of testing terms[i.10], and the UML Testing Profile (UTP) [i.14] define the basic activities and related artifacts of a testing process. The major activities can be characterized as follows:

· Test planning (results: a test plan containing test conditions, test techniques, test coverage items and test completion criteria)

· Test design& implementation (results: test cases and test procedures)

· Test execution (results: test logs and test results)

· Test evaluation & incident reporting (result: test incidents reports and test incidents)

Since this document focuses on the relationship between risk assessment and testing, the following model especially reflects the terms and concepts that are in our view relevant to describe the interfaces between testing and risk assessment. In this sense the model concentrates on activities like test planning and test specification as well as the management, evaluation and interpretation of the test results. The following model is mainly based on terms and concepts taken from ISO 29119.
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Figure 2 – Basic testing concepts

Test item – is a work product (e.g. system, software item, requirements document, design specification, user guide) that is an object of testing[].

Test condition – is a testable aspect of the test item (i.e. a component or system), such as a function, transaction, feature, quality attribute, or structural element identified as a basis for testing[i.6].

Test case – is a set of preconditions, inputs (including actions, where applicable), and expected results, developed to determine whether or not the covered part of the test item has been implemented correctly[i.6].

Test procedure – is a sequence of test cases in execution order, and any associated actions that may be required to set up the initial preconditions and any wrap up activities post execution[i.6].

Test plan – is a detailed description of test objectives to be achieved and the means and schedule for achieving them, organized to coordinate testing activities for some test item or set of test items [i.6]
Test coverage item – is an attribute or combination of attributes to be exercised by a test case that is derived from one or more test conditions by using a test design technique[i.6].
Test completion criteria – are a set of generic and specific conditions, agreed upon with the stakeholders, for permitting a testing process or a testing sub process to be completed.
Test (design) technique – is a compilation of activities, concepts, processes, and patterns used to identify test conditions for a test item, derive corresponding test coverage items, and subsequently derive or select test cases[i.6].
Test log – is a recording which tests cases were run, who ran them, in what order, and whether each test passed or failed (IEEE 829 [i.5], ISO/IEC/IEEE 29119[i.6]).

Test result – is an indication of whether or not a specific test case has passed or failed, i.e. if the actual result corresponds to the expected result or if deviations were observed[i.6]. Relevant testing standards [i.14] refer to test results with the values none, pass, inconclusive, fail and error.

Test incident – is an event occurring during testing that requires investigation (ISTQB[i.14]).
Test incident report – is a detailed description for any test that failed. It contains the actual versus expected result and other information intended to throw light on why a test has failed. The report consists of all details of the incident such as actual and expected results, when it failed, and any supporting evidence that will help in its resolution. The report will also include, if possible, an assessment of the impact of an incident upon testing (IEEE 829[i.5], ISO/IEC/IEEE 29119[i.6]).
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Figure 3 – Test pattern

Test pattern – is a collection of best practices/solutions for a known testing problem. It assembles reusable parts of a test plan, e.g. the test design techniques and corresponding test completion criteria, a test coverage item description, applicable test and coverage metrics, estimation on the necessary testing efforts and estimation of test effectiveness with respect to the given problem. Additionally it may contain also test data and specification and assumptions on the test environment as well as testing tool requirements.

6.2
Security Testing

Security testing is used to experimentally check software implementations with respect to their security properties and their resistance to attacks. For security testing we can distinguish functional security testing and security vulnerability testing. Functional security testing checks if the software security functions are implemented correctly and consistent with the security functional requirements. It is used to check the functionality, efficiency and availability of the specified security features of a test item. Security vulnerability testing directly addresses the identification and discovery of yet undiscovered system vulnerabilities. This kind of security testing targets the identification of design and implementation faults that lead to vulnerabilities that may harm the availability, confidentiality and integrity of the test item.
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Figure 4 – Security testing

Security test case – is a set of preconditions, inputs (including actions, where applicable), and expected results developed to determine whether the security features of a test item have been implemented correctly or to determine whether or not the covered part of the test item has vulnerabilities that may harm the availability, confidentiality and integrity of the test item.

Security functional test case – is a security test case that checks if the software security functions are implemented correctly and consistent with the security functional requirements. It is used to check the functionality, efficiency and availability of the specified security features of a test item.
Security vulnerability test case – is a security test case that directly addresses the identification and discovery of yet undiscovered system vulnerabilities. This kind of security testing targets the identification of design and implementation faults that lead to vulnerabilities that may harm the availability, confidentiality and integrity of the test item.
Security test procedure – is a sequence of security test cases in execution order together with any associated actions that may be required to set up the initial preconditions and any wrap up activities post execution.

Security test (design) technique – is a collection of activities, concepts, processes, and patterns used to identify test conditions for a test item, derive corresponding test coverage items, and subsequently derive or select test cases to test security properties and to test for vulnerabilities.
Security test pattern – is a collection of best practices/solutions for a known security testing problem. It assembles reusable parts of a test plan e.g. the security test design techniques and corresponding test completion criteria, a test coverage item description, applicable test and coverage metrics, estimation on the necessary testing efforts and estimation of test effectiveness with respect to the given problem. Additionally it may contain also test data and specification and assumptions on the test environment as well as testing tool requirements.
6.3
Risk assessment

The conceptual model and notions defined here are based on the ISO 31000 standard[i.9]. REF _Ref367961897 \h  \* MERGEFORMAT 
 shows the conceptual model for risk assessment. 
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Figure 5 – Conceptual model for risk assessment
The terms of the model are defined in the following.
Risk – the combination of the consequences of an event with respect to an objective and the associated likelihood of occurrence (adapted from [i.9]).

Objective – something the stakeholder is aiming towards or a strategic position it is working to attain (adapted from 0).

Risk Source – an element which alone or in combination has the intrinsic potential to give rise to risk [i.9].

Stakeholder – a person or organization that can affect, be affected by, or perceive themselves to be affected by a decision or activity [i.9].

Event – the occurrence or change of a particular set of circumstances [i.9].

Likelihood – the chance of something happening [i.9].

Consequence – the outcome of an event affecting objectives [i.9].

Risk Criterion – the term of reference against which the significance of a risk is evaluated [i.9].

Risk Level – the magnitude of a risk or combination of risks, expressed in terms of the combination of consequences and their likelihood [i.9].

6.4
Security risk assessment

Lund et al. [i.10]classify risk analysis approaches into two main categories:

· Offensive approaches: Risk analysis concerned with balancing potential gain against risk of investment loss. This kind of risk analysis is more relevant within finance and political strategy making.

· Defensive approaches: Risk analysis concerned with protecting what is already there.
In the context of security, the defensive approach is the one that is relevant.
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Figure 6 – Conceptual model for security risk assessment

The main terms related to security risk assessment and their relationship to previously defined terms in the risk assessment domain are illustrated in  REF _Ref366483882 \h  \* MERGEFORMAT 
. In the following we define the terms (for the definitions of Risk, Objective, Risk source and Event see Section 0).

· Security Risk Assessment – The process of risk asset specialized towards security.

· Asset – Anything that has value to the stakeholders (adopted from[i.7]).

· Security Requirement – A specification of the required security for the system (adopted from[i.19]).

· Security Risk – A risk caused by a threat exploiting a vulnerability and thereby violating a security requirement.

· Unwanted Incident – An event representing a security risk.

· Threat – Potential cause of an unwanted incident[i.7].

· Vulnerability – A weakness of an asset or control that can be exploited by a threat[i.7].
7
Risk-based security testing 

Risk-based security testing approaches help to optimize the overall test process. The result of the risk assessment, i.e. the identified vulnerabilities, threat scenarios and unwanted incidents, are used to guide the test identification and may complement requirements engineering results with systematic information concerning the threats and vulnerabilities of a system. A comprehensive risk assessment additionally introduces the notion of probabilities and consequences related to threat scenarios. These risk values can be additionally used to weight threat scenarios and thus help identifying which threat scenarios are more relevant and thus identifying the ones that need to be treated and tested more carefully. Furthermore, risk-based testing approaches can help to optimize the risk assessment itself. Risk assessment, similar to other development activities that start in the early phases of a development project, are mainly based on assumptions on the system to be developed. Testing is one of the most relevant means to do real experiments on real systems and thus be able to gain empirical evidence on the existence or likelihood of vulnerabilities, the applicability and consequences of threat scenarios and the quality of countermeasures. Thus, a test-based risk assessment makes use of risk-based testing results to gain arguments or evidence for the assumptions that have been made during the initial risk assessment phases. Finally, general technical recommendations on security testing techniques [i.4] [i.18] propose the use of risk analysis results to guide security testing. The latter recommendations are very general in nature and describe in this sense no real method for risk-based testing. 
7.1
Risk-based security testing basic activities

Almost all the approaches that combine testing and risk assessment fit best into the category of risk-based testing, i.e. risk assessment is primarily used to aid the testing by means of one of the following activites:

e) Risk-based test or feature prioritization: This activity supports testing by using risk assessment artifacts to prioritize artifacts during test design, implementation and/or execution.

f) Risk-based test or test technique identification: This activity supports testing by using risk assessment artifacts (typically through fault/threat modeling) to identify test purposes, test techniques and test condition.

g) Risk based test scenario generation: This activity supports testing by using risk assessment artifacts (together with a test model) to manually derive or automatically generate test scenarios or test cases.

However, risk-based testing approaches can additionally be used to  affect or optimize the results of the risk assessment itself. Risk assessment, similar to other development activities that start in the early phases of a development project, are mainly based on a set of assumptions that have been made on the system to be developed. Testing is one of the most relevant means to do real experiments on real systems and thus helps to gain empirical arguments on the existence or absence of vulnerabilities, the applicability and consequences of threat scenarios and the quality of countermeasures. Considering this, test-based risk assessment uses test results to gain arguments or evidence for the assumptions that have been made during the initial risk assessment phases. 

h) Test-based risk adjustment: This activity supports risk assessment by using security testing results to evaluate risk factors e.g. the existence of vulnerabilities, their probalibilties and the quality and effectiveness of counter measures.

From a testing perspective, this kind of feed back allows for representing test results in the context of risk analysis artifacts. Beside others, this kind of high level representation of test results can be used to support management issues and control the overall test process during the test management.

In summary there are certain phases of a testing process that are affected and supported by risk-based security testing.. 

3) Security test planning: The goal of risk-based security test planning is to systematically improve the testing process during the test-planning phase. Risk assessment is used to roughly identify high-risk areas or features of the system under test (SUT) and thus determine and optimize the respective test effort that is needed to verify the related security functionality or to address the related vulnerabilities. Moreover, a first assessment of the identified vulnerabilities and threat scenarios my help to select test strategies and techniques that are dedicated to deal with the most critical risks.

4) Security test design and implementation: During the test design and implementation phase, test cases are derived, implemented and assembled to test procedures. Security-risk assessment normally provide security threat and /or vulnerability models as well as . These models contain qualitative information on expected threats and vulnerabilities for a certain kind of application. This kind of information can be used to systematically determine what and how to test. I can be used to identify test condition (testable aspects of a system) as well as test purposes or high-level test scenario that are dedicated to simulate potential threats and potential vulnerabilities that are not covered by e.g. the security functional requirements. 
5) Security test selection & execution: Finding an optimal set of security test cases requires an appropriate selection strategy. Such a strategy takes the available test budget into account and also provides, as far as possible, the necessary test coverage. In functional testing, coverage is often described by the coverage of requirements or the coverage of model elements such as states, transitions or decisions. In risk-based testing coverage can be described in terms of the identified risks, their probabilities and consequences. Risk-based security test selection criteria can be used to control the selection or the selected generation of test cases. The criteria are designed by taking the risks as well as their probabilities and consequence values to set priorities for the test selections, test case generation as well as for the order of test execution.

6) Security test monitoring and control: The decision how extensive testing should be is always a question of the remaining test budget, the remaining time and the probability to discover even more critical errors, vulnerabilities or design flaws. In RBST risk analysis gives a good guidance where to find critical errors and which kind of risks have to be addressed (see above). On the other hand, the test results can be used to verify the assumptions that have been made during risk analysis. Newly discovered flaws or vulnerabilities need to be integrated in the risk analysis. The number of errors in the implementation of a countermeasure hints at the maturity of it and allows assessing their adequacy in the security context. In order to allow such an assessment, a sufficient degree of test coverage is required.  In this sense, the test results can be used to adjust risk assessment results by introducing new or revised vulnerabilities or revised risk estimations based on the errors or flaws that have been found. Test results, test coverage information and a revised or affirmed risk assessment may provide a solid argument that can be used to effectively verify the level of security of a system.

While security test planning as well as security test monitoring and control belong to the test management process, security test desing and implementation as well as security test selection and execution belong to the dynamic test process that is controlled by the test management process.
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Figure 7 – Process model for risk-based security testing
	Name
	Test Planning

	Scenario
	The test planning is the activity of developing the test plan. Depending on where in the project this process is implemented this may be a project test plan or a test plan for a specific phase, such as a system test plan, or a test plan for a specific type of testing, such as a performance test plan (adapted from[i.8]).

	Input
	Test policy, system model

	Output
	Test plan, security test requirement


	Name
	Test Design and Implementation

	Scenario
	The test design and implementation is the process of deriving the test cases and test procedures (adapted from[i.8]).

	Input
	Risk model, risk criteria, prioritized security risks with respect to risk criteria, test plan, system model, security test requirement

	Output
	Test case, test procedure


	Name
	Test Execution

	Scenario
	The test execution is the process of running the test procedure resulting from the test design and implementation process on the test environment established by the test environment set-up and maintenance process. The test execution process may need to be performed a number of times as all the available test procedures may not be executed in a single iteration (adapted from[i.8]).

	Input
	Risk model, risk criteria, prioritized security risks with respect to risk criteria, test plan, test, test procedure, test environment model

	Output
	Test result, test log


	Name
	Test Evaluation and Incident Reporting

	Scenario
	The test incident reporting is the process of managing the test incidents. This process will be entered as a result of the identification of test failures, instances where something unusual or unexpected occurred during test execution, or when a retest passes (adapted from[i.8]).

	Input
	Test result, test log

	Output
	Test log, test incident report


7.2
Risk-based security test planning
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Figure 8 – Process model for risk-based security test planing
7.3
Risk-based security test design and implementation
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Figure 9 – Process model for risk-based security design and implementation
7.4
Risk-based security test monitoring and control
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Figure 10 – Process model for risk-based security test monitoring and control
8
Test-based risk assessment

There are two ways that testing and risk assessment can be combined. Either the testing process is integrated into risk assessment process, or the testing process is integrated into the testing process. The former is referred to as test-based risk assessment and described in this section. The latter is referred to as risk based testing (this is described in Section 5). 

The main purpose of integrating the testing process into the risk assessment process is to use testing to enhance some of the activities of the risk assessment process. This is achieved by ensuring that test results are used as explicit input to the risk assessment. Figure 2 shows how the unified RASEN process (shown in Figure 1) is refined into a process for test-based risk assessment. Here the risk assessment activity has been decomposed into the three activities identify risks, estimate risks and evaluate risks. These three activities, together with the "establishing the context" and "treatment" activities form the core of the ISO 31000 risk management process. 

As indicated in Figure 2, there are in particular two places where testing can in principle enhance the risk assessment process. The first, denoted 1 in the figure, is during risk identification. In a risk assessment process, the risk identification activity is performed with respect to a target of analysis which is described and documented in the "establish context step". In a test-based risk assessment setting however, the risk identification is not only based on the documentation of the target of analysis, but also on relevant test results of target of analysis. Particularly relevant in this setting is testing using automated testing tools such as vulnerability scanners or network discovery tools.

The risk assessment activity that can be enhanced by the testing process (denoted 2 in Figure 2) is risk evaluation. At this point in the process, risks have already been identified and estimated, and the main reason for doing testing here is to gain increased confidence in the correctness of the risk model. In particular, the likelihood estimates of the risk model might have a low confidence if they e.g. depend on vulnerabilities whose presence in the target of analysis is unknown. By doing testing in this setting, we may investigate whether such vulnerabilities really are present in the target of analysis, and then use the test results to update the confidence level of the risk model.
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Figure 2 – Generic process for test-based risk assessment
	Name
	Establish Objective and Context

	Scenario
	Establishing the context refers to the process of defining the external and internal parameters to be taken into account when managing risk, and setting the scope and risk criteria for the remaining process (adapted from [i.9]).

	Input
	Objective, security requirement

	Output
	Assets that need to be defended, risk criteria, system model


	Name
	Testing Process

	Scenario
	In this context, testing process refers to the process of using testing for identifying/discovering threat test scenarios or areas or vulnerabilities where the risk assessment should be focused. This may be performed by e.g. use of network discovering techniques or vulnerabilities scanners.



	Input
	Assets that need to be defended, risk criteria, system model

	Output
	Test log and test incident report


	Name
	Risk Identification

	Scenario
	Risk identification is the process of finding, recognizing and describing risks. This involves identifying sources of risk, areas of impacts, events (including changes in circumstances), their causes and their potential consequences. Risk identification can involve historical data, theoretical analysis, informed and expert opinions, and stakeholder’s needs [i.9].

	Input
	Assets that need to be defended, system model, test log, test incident report

	Output
	Incomplete risk model


	Name
	Risk Estimation

	Scenario
	Risk estimation is the process of comprehending the nature of risk and determining the level of risk. This involves developing an understanding of the risk. Risk estimation provides the basis for risk evaluation and decisions on whether risks need to be treated, and on the most appropriate risk treatment strategies and methods (adapted from [i.9]).

	Input
	Assets that need to be defended, risk criteria, system model, incomplete risk model

	Output
	Risk model (with estimated likelihood and consequence values)


	Name
	Risk Evaluation

	Scenario
	Risk evaluation is the process of comparing the results of risk estimation with risk criteria to determine whether the risk and/or its magnitude is acceptable or tolerable (adapted from[i.9]).

	Input
	Assets that need to be defended, risk criteria, risk model

	Output
	Risk prioritized with respect to risk criteria


	Name
	Testing Process

	Scenario
	In this context, testing process refers to the process of using testing to validate the correctness of the risk model.

	Input
	Assets that need to be defended, system model, risk model, risk prioritized with respect to risk criteria

	Output
	Test log and test incident report


	Name
	Risk Validation and Treatment

	Scenario
	Risk validation refers to the process of validating or updating the risk model based on the risk assessment results. Risk treatment is the process of modifying risk which can involve risk mitigation, risk elimination or risk prevention (adapted from[i.9]).

	Input
	Assets that need to be defended, risk criteria, risk model, test log, test incident report

	Output
	Treatment, updated risk model.


9.
Compositional approaches to security risk assessment and testing

By compositional assessment we mean a process for assessing separate parts of a system or several systems independently, with means for combining separate assessment results into an overall result for the whole system[i.2]. The dual of composition is decomposition, which is a well-known feature from system specification and design[i.20]. Decomposition is the process of partitioning a system specification into separate modules that can be developed and analyzed independently, thus breaking the development problem into more manageable pieces. Each module may moreover be developed at different sites, by independent teams, or within different companies[i.3].
In the literature, composition is mainly addressed at the level of techniques, mostly with respect to  languages, and we are not aware of any methodology for risk assessment that explicitly addressed the use of composition. However, such a methodology should address how and why composition should be used. In the following, we identify areas in the process for test-based risk assessment where composition or decomposition may be of relevance.

A compositional process to test-based risk assessment should follow the same steps as the (non-compositional) test-based risk assessment process. The main difference is that instead of assessing the system as a whole, it is decomposed into parts which can be assesses (more or less) as if each part were a whole system in itself. Figure 11 illustrates the case where the target of analysis has been decomposed into three parts which are each assessed using the same process for test based risk assessment that was described in Section 0. However, at certain points in the process, it may make sense to compose or decompose the assessment results before continuing with the rest of the process. In Figure 11, four such points are identified:

· After the first four steps of the assessment are completed, the resulting risk models may be composed into a single risk model which will be used as basis for test identification, selection, and prioritization. One of the reasons why this may be desirable is that this allows for a global prioritization of tests. If the test identification and prioritization is done for each risk model separately, then potential tests will not be compared across the risk models. For instance, it may be the case that one risk model results in the identification high-priority tests, while another results in low-priority tests, then low-priority tests might be selected for testing even though there are tests with higher priority in other risk models.
· After step 5.b of the process, test procedures (identified on the bases if the risk model(s)) may be composed or decomposed. One reason for this is that it might not make sense to decompose the test model in the same way as the target of analysis was decomposed prior to the risk assessment, or if the number of different test teams is different from the number of risk assessment teams.

· After step 6 of the process, when tests have been executed, the test results might be composed into a single model/document. Otherwise it may be difficult to validate the correctness of the risk model on the basis of the test results in the case where all test procedures were identified on the basis of a single risk model in the first place. 

· After step 7 of the process, when the risk model(s) have been validated and treatments have been suggested, the resulting risk model may be composed into a global risk model to get an overview of all the risks that have been assessed. 

· In summary, we have identified four kinds of artifacts that may be composed or decomposed during the process: the target of analysis, the risk model, the test procedures, and the test results.
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Figure 11 – Overview of a compositional test based risk assessment process
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