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Main Focus

 Basis for European AI Regulation:

 Europe-wide homogeneity in describing AI applications 

 Trustworthiness by ensuring explainability and transparency

 Unambiguity in requirements for testing and certification 

 Facilitated use of AI by Public Authorities, SMEs and Large Enterprises
 Identification of quality criteria for rule-based as well as data driven AI

 Clear basis for assessment of impacts and criticality

 Common ground for ecosystem participants in Europe
 Accelerated boost of AI-based business models

 Consistent enforcement of ethical values



Methods

 Methods: 
Representation from the perspective of mathematics, physics and computer science

 Conceptualised on the basis of:
Stuart J. Russell and Peter Norvig -
Artificial Intelligence: A Modern Approach (2020), 4th Ed., Prentice Hall.



Scientific Article from Journal of “KI – Künstliche Intelligenz”: https://link.springer.com/article/10.1007/s13218-021-00736-4



Scientific Article from Journal of “KI – Künstliche Intelligenz”: https://link.springer.com/article/10.1007/s13218-021-00736-4



Capabilities

 Capabilities: 
Representation from the perspective of psychology, biology and cognitive science



Capabilities

Schmid et al.: Managing and Understanding Artificial Intelligence Solutions (2020), Beuth Verlag



Sense / Process and Understand

Scientific Article from Journal of “KI – Künstliche Intelligenz”: https://link.springer.com/article/10.1007/s13218-021-00736-4



Act / Communicate

Scientific Article from Journal of “KI – Künstliche Intelligenz”: https://link.springer.com/article/10.1007/s13218-021-00736-4



 Description of AI system by involving externally identified risk classes: 
Representation of the damage potential 
for, e.g., physical as well as mental well-being, finance, data and fairness

 The classification approach targets AI systems that were not created to harm humans, 
e.g. by monitoring, sorting and killing

Example of Use: Risk description for using AI



Scientific Article from Journal of “KI – Künstliche Intelligenz”: https://link.springer.com/article/10.1007/s13218-021-00736-4

RISK CLASS BY DAMAGE POTENTIAL DEPTH OF TEST & REGULATION

German Data Ethics Commission: 

Criticality pyramid and risk-adapted regulatory system for describing externally identified risk

Example of Use: Risk description for using AI
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Scientific Article from Journal of “KI – Künstliche Intelligenz”: https://link.springer.com/article/10.1007/s13218-021-00736-4

Input parameters for a 3-space 

description of AI systems:
• AI Methods

• AI Capabilities

• Risk Classes

Example of Use: Risk description for using AI



Benefits

 Business and politics: 
 Classification of AI applications to describe AI systems

 Of importance for European AI Regulation:
 Homogeneity to describe AI applications (Annex 1) 
 The European AI database (Art. 60)
 Technical Documentation (Art. 11)
 Transparency (Art. 13)

 The classification may serve as a basis for:
 Harmonized labeling of AI applications
 More detailed description of requirements for all criticality levels in the European legislative proposal
 Conformity assessment procedures at manufacturers as well as third party bodies 

(including laboratories and notified bodies)

 Building on Europe-wide harmonized taxonomy for AI applications:
 Identification of quality criteria

 Requirements for AI applications regarding:
 Conformity assessment procedures
 Market surveillance
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