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Foreword

This Technical Report (TR) has been produced by ETSI Technical Committee Access, Terminals, Transmission and Multiplexing (ATTM).
Introduction

This clause is optional. If it exists, it is always the third unnumbered clause.

This Technical Report accommodates an urgent need in the industry to assess the current status of Cable equipment standards that are implemented and deployed in the components that are comprising integrated broadband cable and television networks with regard to their readiness for IPv6. Considering the depletion of IPv4 addresses, transition to IPv6 is required in order to enable continued growth of the customer base connected to Cable Networks and ensure service continuity for existing and new customers. High-quality connectivity to all kinds of IP-based services and networks is essential in today’s business and private life.

A plethora of transition technologies have been proposed in IETF, other standardization organizations and by manufacturers of IP technology to allow coexistence of IPv4 and IPv6 hosts, access and core networks as well as services. Each of these technology options is specified, implemented and deployed in various forms and stages. This report analyses the transition technologies, provides technical summaries and derives recommendations for one or more technologies depending on demographic and cable network architecture requirements. The results of the technical analysis can be used for further standardization of cable IPv6 transition.
1
Scope

The TR (ETSI Technical Report) is the default deliverable when the document contains only informative elements.

The scope shall always be clause 1 of each ETSI deliverable and shall start on a new page (more details can be found in clause 11 of the EDRs).

No text block identified. Forms of expression such as the following should be used:

The present document assesses the current status of Cable equipment standards that are implemented and deployed in the components that are comprising integrated broadband cable and television networks and the approaches for their transition to IPv6. Since the time-to-market is a factor considering the depletion of IPv4 addresses, this report accommodates an urgent need in the industry and provides the fundamental analysis for further standardization work.

The Scope shall not contain requirements.

2
References

The following text block applies. More details can be found in clause 12 of the EDRs.

References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references,only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.

Referenced documents which are not found to be publicly available in the expected location might be found at http://docbox.etsi.org/Reference.

NOTE:
While any hyperlinks included in this clause were valid at the time of publication ETSI cannot guarantee their long term validity.
2.1
Normative references

As the ETSI Technical Report (SR) is entirely informative it shall not list normative references.
The following referenced documents are necessary for the application of the present document.
Not applicable.

2.2
Informative references
Clause 2.2 shall only contain informative references which are cited in the document itself.

The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
· Use the EX style, add the letter "i" (for informative) before the number (which shall be in square brackets) and separate this from the title with a tab (you may use sequence fields for automatically numbering references, see clause A.4: "Sequence numbering") (see example).

EXAMPLE:

[i.1]
ETSI TR 102 881: "Access, Terminals, Transmission and Multiplexing (ATTM); Cable Network Handbook". V1.1.1 (2010-06)
[i.2]
DOCSIS/EuroDOCSIS 3.0:  ETSI EN 302 878-x v1.1.1, Access, Terminals, Transmission and Multiplexing (ATTM);Third Generation Transmission Systems for Interactive Cable Television Services - IP Cable Modems, November 2011
[i.3]
ETSI TS 103 161: “Access, Terminals, Transmission and Multiplexing (ATTM); Integrated Broadband Cable and Television Networks; IPCablecom 1.5”. Parts 1-21
[i.4]
IEEE 802.11a: IEEE Standard for Telecommunications and Information Exchange Between Systems - LAN/MAN Specific Requirements - Part 11: Wireless Medium Access Control (MAC) and physical layer (PHY) specifications: High Speed Physical Layer in the 5 GHz band, 1999
[i.5]
IEEE 802.11b: IEEE Standard for Information Technology - Telecommunications and information exchange between systems - Local and Metropolitan networks - Specific requirements - Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) specifications: Higher Speed Physical Layer (PHY) Extension in the 2.4 GHz band, 1999

[i.6]
IEEE 802.11g: IEEE Standard for Information technology - Local and metropolitan area networks -  Specific requirements - Part 11: Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) Specifications: Further Higher Data Rate Extension in the 2.4 GHz Band, 2003

[i.7]
IEEE 802.11n: IEEE Standard for Information technology - Local and metropolitan area networks-- Specific requirements -  Part 11: Wireless LAN Medium Access Control (MAC)and Physical Layer (PHY) Specifications Amendment 5: Enhancements for Higher Throughput, 2009

[i.8]
IETF RFC 1918: Address Allocation for Private Internets, February 1996, http://tools.ietf.org/html/rfc1918.txt
[i.9]
IETF RFC 2131: Dynamic Host Configuration Protocol March 1997, http://www.ietf.org/rfc/rfc2131.txt
[i.10]
IETF RFC1350: Trivial File Transfer Protocol July 1992, http://www.ietf.org/rfc/rfc1350.txt 

[i.11]
IETF RFC868: Time Protocol May 1983, http://www.ietf.org/rfc/rfc868 

[i12]
DOCSIS/EuroDOCSIS 1.0: ETSI ES 201 488 v1.1.1,  Data-Over-Cable Service Interface Specifications Radio Frequency Interface Specification, November 2000
[i.13]
DOCSIS/EuroDOCSIS 1.1: ETSI ES 201 488-x v1.2.2, Access and Terminals (AT); Data Over Cable Systems, October 2003
[i.14]
DOCSIS/EuroDOCSIS 2.0:  ETSI ES 202 488-x v1.1.1, Access and Terminals (AT);Second Generation Transmission Systems for Interactive Cable Television Services - IP Cable Modems, September 2003
[i.15]
IETF RFC1912: Common DNS Operational and Configuration Errors Feb 1996, http://www.ietf.org/rfc/rfc1912.txt

[i.16]
CPE WAN Management Protocol, TR-069 Issue 1 Amendment 4, the Broadband Forum, http://www.broadband-forum.org/technical/download/TR-069_Amendment-4.pdf
[i.17]
IETF RFC 1142: IS-IS protocol specification Feb 1990, http://www.ietf.org/rfc/rfc1142.txt
[i.18]
IETF RFC2178: OSPF version 2 April 1998, http://www.ietf.org/rfc/rfc2178.txt
[i.19]
IETF RFC2453: RIP version 2 Nov 1998, http://www.ietf.org/rfc/rfc2453.txt
[i.20]
IETF RFC 2462: IPv6 Stateless Address Autoconfiguration, December 1998, http://tools.ietf.org/html/rfc2462
3
Definitions, symbols and abbreviations

Delete from the above heading the word(s) which is/are not applicable, (see clauses 13 and 14 of EDRs).

Definitions and abbreviations extracted from ETSI deliverables can be useful when drafting documents and can be consulted via the Terms and Definitions Interactive Database (TEDDI) (http://webapp.etsi.org/Teddi/).
3.1
Definitions

Clause numbering depends on applicability.

· A definition shall not take the form of, or contain, a requirement. 

· The form of a definition shall be such that it can replace the term in context. Additional information shall be given only in the form of examples or notes (see below). 

· The terms and definitions shall be presented in alphabetical order. 
For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply:

Definition format

<defined term>: <definition>

example 1: text used to clarify abstract rules by applying them literally

NOTE:
This may contain additional information.

3.2
Symbols

Clause numbering depends on applicability.

For the purposes of the present document, the [following] symbols [given in ... and the following] apply:

Symbol format

<symbol>
<Explanation>

<2nd symbol>
<2nd Explanation>

<3rd symbol>
<3rd Explanation>

3.3
Abbreviations

Abbreviations should be ordered alphabetically.

Clause numbering depends on applicability.

For the purposes of the present document, the [following] abbreviations [given in ... and the following] apply:

Abbreviation format
BSSID
Basic Service Set Identifier
CE
Consumer Equipment

CMTS
Cable Modem Termination System

CPE
Customer Premises Equipment

DHCP 
Dynamic Host Configuration Protocol

DNS 
Domain Name System
DOCSIS
Data Over Cable Service Interface Specification
E-MTA
Embedded Multimedia Terminal Adapter

HE
Headend

HFC
Hybrid fiber-coaxial

HTML
HyperText Markup Language
IANA
Internet Assigned Numbers Authority
IPv4
Internet Protocol version 4

IPv6
Internet Protocol version 6
LAN
Local Area Network

MPLS
MultiProtocol Label Switching
NAT
Network Address Translator
OSS
Operational Support Systems

QAM
Quadrature Amplitude Modulation

QoS
Quality of Service

PTR
Pointer Record

RIPE
Réseaux IP Européens

RIPE NCC
RIPE Network Coordination Centre
SMTP
Simple Mail Transfer Protocol
TFTP
Trivial File Transfer Protocol
ToD
Time of Day protocol 

VoIP
Voice over IP

VPN
Virtual Private Network

WAN
Wide Area Network

WEP
Wired Equivalent Privacy

WPA
Wi-Fi Protected Access
WPA2
Wi-Fi Protected Access
 version 2
4
Background and Concept of Transition
IPv6 transition is critical to the long-term sustainability of European and global networks. As more and more services and industries come to rely on the global Internet as a fundamental platform, the need for ubiquitous connectivity of devices and services becomes very urgent. Such near-term strategic areas like Mobile Internet and Smart Grids as well as the continued growth in residential and business broadband access services are poised to introduce massive numbers of devices that require network connectivity, which may not easily be provided by the current Internet (IPv4) networks. with its depleting address space.
Widespread adoption of IPv6 has been identified as the best way forward to address the exhaustion of the IPv4 address space. Prompt and efficient adoption offered potential for innovation and leadership in advancing the Internet, and that delayed adoption of IPv6 would lead to disadvantages for all users and a weaker competitive position of the industry. In the meantime, we have seen the exhaustion of the IANA Unallocated IPv4 Address Pool on 3 February 2011, and the current prediction for the exhaustion of the RIPE NCC IPv4 Address Pool is early-to-mid 2012. The urgency to transition broadband Internet networks to IPv6 is becoming critical.

While device manufacturers, software developers and network operators are adopting IPv6, the vision of an Internet running IPv6 only will not become reality any time soon. For a considerable period of time, significant number of devices and services will exist that customers want to use and that require IPv4 connectivity. An immediate replacement of these IPv4 hosts and networks may not be feasible or not desirable for various technical and economic reasons. It is particularly the task of access network operators and broadband service providers to ensure customer choice in terms of technology and services. Appropriate transition technologies enable the coexistence of IPv6 and IPv4 in various parts of the end-to-end network allowing services to be consumed and customer premises equipment to be used transparently while fostering a smooth transition to the required extended address space provided by IPv6.
4.1
History of Internet Protocol

Why is IPv6 not backward compatible?

4.2
Cable Networks as Broadband Service Providers
As of 2009, integrated broadband cable and television networks go into the home of 67 million customers in the European Union, providing Digital TV, Broadband Internet and Telephony services. Broadband Internet provided by Cable Networks utilizing DOCSIS cable modem technology provide services to 20.9 million subscribers in Europe (2009) with access speeds of currently up to 200 Mbit/s. This figure has grown by at least 12% annually. As such Cable Networks provide the platform to satisfy fundamental entertainment, communication and information needs to consumers. Furthermore, the industry is anticipating a transition to delivery of digital television using broadband cable modem technology, which will dramatically increase the number of broadband connected households.

Cable Networks are recognised as a key enabler in supporting Europe’s Digital Agenda. To continue to meet the demand of accelerating connectivity of digital devices, a standardised approach for the cable eco-system to rapidly transition to IPv6 is required. A failure for an effective standards driven transition would impair the ability to achieve cost effective solutions on a large scale.
4.3
IP-Connectivity in Cable Networks
Integrated broadband cable and television networks are built against various international and ETSI standards. Figure 1 depicts the fundamental architecture of a Cable Network as it is currently deployed with a hybrid fibre-coax approach. [i.1] provides a complete overview on Cable Network architectures and services. The IP communication system in Cable Networks is based on the series of ETSI DOCSIS [i.2] and PacketCable standards [i.3]. Since 2006, the current version of the DOCSIS technology (DOCSIS 3.0) has natively supported IPv6. For various technical reasons, service providers have not implemented IPv6 support for their customers.
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Figure 1: Principle architecture of a hybrid fiber-coax (HFC) Cable Network
In order to achieve end-to-end connectivity, the Cable Network is interconnected at the Headend (HE) with a backbone network and the Internet. The backbone network may or may not be operated and managed by the same entity as the access network. The home network within the customers’ premises is typically installed, configured and operated by the customer.

For the purposes of the analysis in this report, the end-to-end network is subdivided into various parts, each of which supports IPv6 and/or IPv4 with various degrees of probability. The network parts also distinguish themselves by the number of times they occur globally and by the uniformity of their operation and management. Both aspects have an impact on how difficult it is to homogeneously transition to IPv6.

4.3.1
Customer Host
This is the device that the customer uses to consum an IP-based service. It is the final destination and the originating source of IP packets. As Customer Premises Equipment (CPE) it is typically owned and operated by the customer. Cable Network operators are unlikely to be able to support the wide variety of host devices that customers are deploying in their homes.

4.3.2
Home Network

The Home Network extends from the Customer Host to the Access Gateway. It may be constituted by a simple wired or wireless link between the two devices (in which case it becomes irrelevant for this analysis since it is not addressable and does not process protocol messages) or may consist of a complete infrastructure of routers, wireless access points etc. It may connect multiple Customer Hosts to the Access Gateway and it is typically owned, installed and operated by the customer. Cable Network operators may impact the capabilities of the Home Network up to a certain extent by customer information and/or delivery of devices.
4.3.3
Access Gateway

This device is installed at the customer location and constitutes the separation between the Home Network and the Access Network. While the device may be owned by the customer or the Cable Network operator it is typically authorized for usage by the latter. It terminates the Cable Network on the customer side.

4.3.4
Access Network

The Access Network extends from the Access Gateway to the Headend. It is operated and managed by the Cable Network operator. It typically uses DOCSIS technology to establish IP connectivity and packet transport.

4.3.5
Headend

This device separates the Access Network from the Backbone Network. It terminates the Cable Network. For the purposes of this report it also terminates the portion of the end-to-end IP connection that traverses the operator-managed network. As such it will be the location of devices that are providing transition technology services.

4.3.6
Internet

This is the Internet cloud that provides IP-based services. It is the final destination and the originating source of IP packets which may be delivered as IPv4 or IPv6. The actual delivery of the service or the path the packet has taken is irrelevant for this report, only the way of addressing is taken into account.
Due to the inherent incompatibility of IPv4 and IPv6 protocols and addressing schemes, special measures have to be taken (i.e. transition technologies have to be deployed) in order to ensure connectivity between equivalent network parts supporting different Internet protocols (e.g. IPv4 host talking to IPv6 service across IPv4 home network and IPv6 access network and backbone). Figure 1 summarizes the types of connectivity that are considered in this report.
· IPv4 Customer Host via IPv4 Access Network with IPv4 Internet 
Editor’s note: This is out-of-scope of this TR as provided by native IPv4
· IPv6 Customer Host via IPv4 Access Network with IPv4 Internet 
Editor’s note: This is out-of-scope of this TR as within customer responsibility
· IPv4 Customer Host via IPv6 Access Network with IPv4 Internet

· IPv6 Customer Host via IPv6 Access Network with IPv4 Internet

· IPv4 Customer Host via IPv6 Access Network with IPv6 Internet

· IPv6 Customer Host via IPv6 Access Network with IPv6 Internet 
Editor’s note: This is out-of-scope of this TR out-of-scope as provided by native IPv6
· IPv4 Customer Host via IPv4 Access Network with IPv6 Internet

· IPv6 Customer Host via IPv4 Access Network with IPV6 Internet

5
Analysis of Present Cable Industry Network Deployments
5. 1
Introduction

In this clause, a high level view of the present IPv4 deployments for the cable industry   including the following technologies is provided:
· End-user CPE

· Access Network

· Core network

· Data centre

Whilst this list is not exhaustive, and does not cover irregular or bespoke components used by individual cable network oprators, it provides an overview of the main areas that can be mapped to individual operator deployments.
The Figure below shows the main component areas of a cable operator network, providing end-to-end Internet access.  There are a number of additional services that may be offered by the cable operator, including business

customer site-to-site Virtual Private Networks (VPNs). The detail of such configurations are beyond the scope of this

analysis.
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Figure 2: Main component areas of a cable operator network for end-to-end Internet access
5.2
End-user CPE 

The following Figure gives a view of the most common CPE installed at a customer site.
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Figure 3: CPE installed at a customer side
5.2.1
Stand-alone cable modem

A stand-alone cable modem is a CPE device that provides connectivity to the cable operators HFC network, and has a single Ethernet interface on the customer-facing side. Stand-alone modems do not provide any routing facility, and it is either used for connecting a single host (eg PC), or for connecting to the WAN interface of a stand-alone home router. The customer equipment is assigned a  public IP address from the operators DHCP server.

5.2.2
Home Router

A stand-alone home router provides LAN functionality within the customer home. It has one Ethernet  WAN interface, which is connected to the cable modem, one or more wired Ethernet LAN interfaces, and generally includes Wireless using IEEE802.11a/b/g/n standards [i.4, i.5, i.6, i7].
The IP addressing of the LAN generally uses private [i.8] IP addresses, the most common in the class C range 192.168.x.x. There are an extensive range of home routers available, all with differing functionality, however the most common features found include:

· LAN DHCP server

· DNS (Domain Name System) forwarding

· Stateful Packet Inspection firewall

· Network Address Translation, with features to allow single or multiple port forwarding (manual or via uPnP)

· Wireless configuration to support one or more BSSIDs (Basic Service Set Identifiers), wireless security (WEP, WPA, WPA2).

5.2.3
eRouter
An eRouter is a combined cable modem and home gateway. These generally provide all of the services shown above, however are in a single unit, which requires a single power supply and takes up less space. Features and functionality vary widely between manufacturers. The CableLabs eRouter specification defines the minimum set of requirements for these devices.
5.2.4
Set-top box
A set-top box is used to receive and decode digital television signals from the cable operator. In addition, the set-top box may also provide interactive services and be able to retrieve content from the internet. The broadcast signal does not use IP, however interactive functions and access to the internet are provided using IP. Where the set-top box can is provisioned with a private IP address, access to the interactive functions either remain internal to the operator network, use web proxies, or operate behind a Network Address Translator, with NAT-44. A web proxy, or NAT hardware allows multiple privately addressed clients to access content from a single public IPv4 address. Interactive and internet connectivity on set-top boxes is generally limited to HTML based content. 
5.2.5
Consumer Equipment

There is an ever-increasing wide range of equipment that is becoming ‘internet-ready’, by having either a wired Ethernet interface, or a built-in wireless IEEE 802.11a/b/g/n interface. This category includes Personal Computers and laptops, with a wide range of operating systems and versions, as well as tablet devices, eReaders, games consoles (static and handheld), network storage devices, printers, PDAs, televisions, smartphones etc.

5.2.6
E-MTA

An E-MTA (Embedded Multimedia Terminal Adapter) is used by cable operators to provide telephony services, using VoIP across the HFC network. The eMTA is provisioned with an IP address from the cable operators DHCP server. Additional options such as SIP (Session Initiation Protocol) gateway address are provided with the DHCP response. Some cable operators offer VoIP services using PacketCable to provide dedicated bandwidth for VoIP services.

5.3
Access Network

The access network provides the physical connectivity from the Cable Modem Termination System to the network core. This can be achieved using layer 2 (eg Metro Ethernet), Layer 3 routing, or directly from a CMTS into the MPLS backbone. IP addressing is also commonly provided from within the access network.
5.3.1
DHCP

DHCP (Dynamic Host Configuration Protocol) is used extensively in cable networks to provide IP addressing for both the cable device, and the public IP address for the customer LAN. The DHCP protocol is defined in [i.9].

The CMTS is used as a relay agent to receive broadcast DHCP messages from the HFC network, and forward them unicast to a DHCP server. The CMTS also inserts the following additional options into the DHCP message (Table 1):

	GIADDR 
	 The IPv4 address of the interface of the CMTS on which the DHCP DISCOVER was received.

	Option 82, suboption 1 
	 The MAC address of the cable device via which the DISCOVER was broadcast

	Option 82, suboption 2 
	 The Circuit ID. This is generally a CMTS interface ID.


Table 1: CMTS additional options into the DHCP message

The DHCP server is often used to authenticate the request using a database or directory, and assign a class of service. The service class is used to specify the reply options and their values. For example, to specify a DOCSIS configuration file to download, or to provide DNS server IP addresses.

An OFFER is made to the client, which it will then REQUEST, and the server ACKnowledge to complete the process.

Additional functionality on the CMTS can be used to improve security by intercepting the OFFER and encrypt the configuration file name. 

A further security mechanism can be enabled on the CMTS to perform Source Address Verification. The client IP address is extracted from the DHCP OFFER and / or by sending LEASEQUERY messages to the DHCP server to confirm the MAC identity for the IP address.

DHCP resilience is generally provided by two or more DHCP servers being specified in the configuration of the CMTS. The CMTS will forward DHCP DISCOVER messages to all defined servers, and the client chooses which response to REQUEST. This is generally the first received response.

5.3.2
TFTP

Trivial File Transfer Protocol [i.10] is used in cable operator networks to provide DOCSIS configuration files to the cable modems and set-top boxes. As part of its initialisation process, a cable modem downloads the configuration file (specified in a DHCP option) from a TFTP server (also specified in a DHCP option). TFTP can also be used for downloading a new firmware revision to a cable modem.

5.3.3
ToD

Time of Day protocol [i.11] is used by cable devices during initialisation to acquire the current time. The time server IP address is provided as a DHCP reply option.

Regulatory requirements / enforcements

Under European guidelines, cable operators are required to provide real-time and historical data on which IP address has been assigned to a customer. This data is generally stored in a database, and is retained for the time specified by the local authority.

5.3.4
CMTS

The Cable Modem Termination System (CMTS) is a router that hosts the physical interface to the HFC network, and provides the routed IP connectivity to the service provider access network. The CMTS may be provided by a wide range of suppliers. 
On the HFC interface, the following standards are supported:

DOCSIS1 / EuroDOCSIS1 [i.12]
This is the original DOCSIS cable transmission standard, which was originally developed in 1997. It supported upstream and downstream channels. The main difference between the North American DOCSIS standard, and the European EuroDOCSIS standard is the channel bandwidth. These are based on the original television standards for the bandwidth required to broadcast a single analogue television channel. The DOCSIS standard supports 6Mhz channels, whereas the EuroDOCSIS standard supports 8Mhz channels.

Using 256-QAM modulation, an 8Mhz channel allows for a maximum bandwidth of 55Mbps.

DOCSIS1 supports QPSK or 16-QAM modulation in the upstream, using a 3.2Mhz channel. This provides a maximum upstream bandwidth of 10.2Mbps.

The DOCSIS1.1 / EuroDOCSIS1.1 [i.13 enhancement was introduced in 1999, and added QoS functionality to the specification

DOCSIS2  / EuroDOCSIS2 [i.14]
This standard was introduced in 2001, to provide improvements in the  upstream bandwidth available over the HFC network. It supports the QPSK, 8-QAM, 16-QAM, 32-QAM or 64-QAM modulation, and provides a maximum upstream bandwidth of 30.72Mbps.
DOCSIS3  / EuroDOCSIS3 [i.2]
The DOCSIS3 standard, introduced in 2006 added several new features and enhancements to functionality. The primary ones being:

· support for multiple bonded channels in both the upstream and downstream.

· support for IPv6.
Whilst the maximum bandwidth for each channel has not changed from DOCSIS2, by combining multiple channels, and sharing the data across them, it is possible to increase the overall bandwidth available to the end user. There is no defined maximum number of bonded channels, although current technology provides up to 16 downstream channels, and 8 upstream.
These are fully defined in the relevant CableLabs specifications. 

The DOCSIS or EuroDOCSIS standard(s) supported by each CMTS depends on the make and model of CMTS, HFC interface card, processor and router operating system. 

5.4
Core network 

The core network provides the physical connectivity between multiple access networks, datacentres and the transit / peering partners. 

The topology is different for each service provider, but many use MPLS (Multiprotocol Label Switching) in a full-mesh configuration to ensure resilience and reliability across the network. 

5.5
Datacentre
The datacentre infrastructure is generally used to host the cable service providers own, or third party network services. These include authoritative and recursive DNS servers, eMail servers, web portal services, provisioning systems, OSS platforms, data storage and backup. 
5.5.1
DNS 

DNS (Domain Name Service) is used in IP networks to resolve domain names into host IP addresses. There are two primary functions of DNS:

5.5.1.1

Authoritative
This server holds the zone files that hold the mapping between IP address and host name. It is the IETF best practice [i15] to define a reverse mapping (PTR record) for every client. This is normally achieved by pre-populating the forward and reverse zones with unique names mapped to the IP addresses. The structure of the name is decided by the cable operator, but generally takes the form <customer_number>.<region>.<serviceprovider>.com.

Zone files will also exist for any other domains that the cable operator is responsible for, such as for hosting , and for its own email, web content etc.

5.5.1.2
Recursive

Recursive servers are deployed in the cable operator network, and are used by the clients to resolve IP addresses and names from the internet. These generally also cache the results of lookups to improve performance and reduce overall DNS query rate.

Service providers generally provide additional services to customers, either from internal systems or via third-party agreements.

5.5.2
Email 

An eMail service may be supplied to a customer using standard protocols PoP, SMTP and/or IMAP, as well as via a webmail portal over HTTP/S.

5.5.3
Web portals
The service provider may also allow for customer self-care functions including the ability to subscribe to, change service tier or profile, or subscribe to additional services offered by the service provider or an approved third party. These are generally provided via a web-based portal, using HTTP/S.

5.6
OSS

Within the cable service provider network, support for the cable modems is provided by a wide range of Operational Support Systems tools. These often use industry standard communication protocols, such as SNMPv1 or SNMP v2 and more recently CPE WAN Management Protocol [i.16].  

Other OSS tools have been developed internally by the service provider.

5.6.1
Lawful Intercept / Data Retention
Lawful intercept is the lawfully authorized interception and monitoring of communications.  Cable service providers must comply with Cable service providers must comply with the legal and regulatory requirements for the interception of voice as well as data communications in IP networks. 

The IP data must be retained by the cable service provider for a defined duration, and made available to the legal and regulatory authorities when requested. The defined data retention period varies from region to region.
5.7
Other functions

Other functions exist within many cable operator networks that are irregular or of a bespoke nature, and cannot all be identifued. These may include:
· Web content filtering: This is the blocking of illegal / immoral web content from a specified list of internet hosts. The specified list may be provided by the local legal or regulatory authority.
· Deep Packet Inspection: This can be used to enforce traffic restrictions on end users based on the type of traffic. One example is the rate-limiting of peer-to-peer file transfer. Restrictions can be imposed on overall network traffic, or to individual end users, based on policy rulesets.
In Summary, there is extensive use of IPv4 across every component within the cable service operator network. This includes a complex combination of:

· private, non-globally routable, IP addressing within the end-user LAN, which uses network address and port translation to a single globally routable IPv4 address
· private, non globally routable, IP addressing for ontrol and connectivity of the cable devices
· globally routable IPv4 addresses used in all of the core network components across the access and core networks, and within the data centre.
It is common to find a mixture of several routing protocols within the cable service provider network. Routing across the core network, and with transit and peering partners is generally achieved using BGPv4, however the access networks often use interior routing protocols such as IS-IS [i.17], , OSPFv2 [i.18], or RIPv2 [i.19] to provide routing between the CMTS to the core network, data centres or other networks.

6
Support of IPv6 on the networks within the cable deployments
6.1
 
Introduction

In this Clause, a high level view of the present IPv6 development for the cable industry including the following technologies is provided;

· Peering 

· Routing & CORE 

· Access Aggregation PE & Intermediate

· CMTS 

· Headend

· CPE & HFC 

· OSS & BSS

· DHCP & DNS

· Firewalls & Load Balancers

· Backend Support Services

· Web Services

· DTV Services

· NMS.
The document does not cover the following technologies;

· SIP services

· VoC

· Other technologies within the cable industry.

Note that the above technologies are not part of the IPv6 development analysis due to the lack of requirement in the present day MSOs for these to be provide over IPv6.
The following sub-clauses are based on the reasoning for transition technologies and the effect of the level of IPv6 deployments within the cable industry comparative to transitioning.  Also defines what restrictions, technical or logistical, that will force Cable MSOs into transitioning instead of deploying full dual stack from day one.

IPv6, the new Internet protocol, is a requirement based on the depletion of IPv4 addressing.  IANA, RIPE & all other registries, if they haven’t already, will run out of blocks shortly.  This presents the industry with a large issue of delivering services across a new protocol & how to transition across from IPv4 and IPv6.  The market is truly end-to-end for ISPs leaving them in a position of little to no control over the transition to IPv6 due to the dependency on OSEs, Application & Home Stack readiness.  No matter what we do to our network we will be forced into the final gap analysis and at some point the decision of service deprecation.  What devices are necessary to be IPv6 ready to allow for “no” IPv4 connectivity in the home?

Generally the market is doing well on the development of IPv6 and transitioning across their products & services but the issue is the gap that will be left & we are three years behind. This is mostly due to the industry cohesiveness not being apparent.  We don’t work well enough together for everyone to agree to complete on a date.  If this had been the consensus we could have moved to IPv6 native or dual stacked solutions instead of needing transition technologies.

So the problem with IPv6 is that it’s conducive to a gradual transition. By planning an IPv6 deployment early, one can minimize risks, costs and complexities, but unfortunately not the need for a transition technology of which most companies will be forced into.  Thus the most important standard today for networks in any arena, not just Cable MSOs, is the transition standard.

The requirements for MSO transition to IPv6 are these; 

· You have run out, or will shortly, of global IPv4 addresses with no access to a new pool; 

· IPv6 only services are being deployed so without IPv6 on your network those services to your customers do not exist unless Teredo is configured or some other tunneling potential;
· Doing an early transition even beyond any IPv4 depletion requirement will give a company time to settle into the new technology and find the gaps in deployment.
So the technologies that will effect the basis for this transition, where is the market on delivery of IPv6, and what restrictions will force into an IPv6 transitional technology are considered here.
Within the technologies section the separate & isolated categories within the Cable ISP MSO, the degree of their readiness & finally the effect on this readiness on the necessity for Ipv6 transition technologies to cover any gaps on business continuity with the depletion of IPv4 addressing are discussed.

6.2
Peering
When discussing peering from a Cable ISP viewpoint we are focusing on the ability for the customer to access the outside world from within our network.  Peering gives this connectivity so one must start here if one is going to provide an IPv6 service for your subscribers.  Now peering might not be considered a “hardware” based technology or a “feature” based technology as such but it is a fundamental technology in your transition to IPv6.  Whatever connectivity an MSO plans to do they will have to peer on IPv6 eventually during transition.
The present IPv6 routing table in eBGP is hitting 9k routes and increases per day.  IPv4 is however increasing by leaps & bounds to an even greater degree.  IPv4 now has hit 400k routes, which bring us to potential resource issues, and the impact this will have on transitional technologies & hardware requirements.  If we cogitate the potential increase that will be coming some time in the future on Ipv4 with broken Supernets, higher & higher prefixes being accepted by peers & the general displacement of subnets … the lack on contiguous prefixes in the IPv4 will increase exponentially the further into depletion we go.  As the IPv6 table erupts into the 100k marks so the IPv4 table may push into 500-600k routes.  Now the resource issue has been removed from memory but the convergence times & route-dampening implications start, and are already, to become extreme. 

Most MSOs base their IPv6 peering on their present IPv4 peering except maybe in Hurricane Electric’s case which is the “master” Tier 1 in the world from an IPv6 routing table prospective.  So the rules haven’t changed much, the peering relationship policies are the same and usually duplicated with only the charging not being implemented at present due to the lack of IPv6 traffic. China is yet to open its peering points on IPv6, which should open up some 20,000 prefixes, & many gigs off traffic on IPv6.  So the days of free IPv6 transit are numbered but at least not for the coming year. Let’s consider why IPv6 will increase and gradient to the transition will be more prevalent than previously thought. With transition technologies, although designed well, with little or not impact generally, still provide a service deprecation and even latency in some flows, especially peer to peer.  Now considering this IPv6 native transport will be preferred to the private IPv4 solution provided by the cable ISPs to deliver an almost equivalent service but not quite.  So the mass use of the transition tech, also due to more services being placed on IPv6 out in the Internet Cloud, will be measurably shorter than we expected.

It should be noted that eBGP ingress & egress filtering changes dramatically with problems concerning allowing ICMPv6 (due to the nature of NDP) out through your interfaces.  There are also major issues with PMTU & the might be need to force the MTU value down to 1280 fixed to prevent blackholing as there is no fragmentation on IPv6 in transit and therefore when PMTU breaks due to incorrect filters or corporate security standards we are left with little other choice.

So, in summary, peering is IPv6 capable, it has issues, but in general it works well with workarounds where it doesn’t.

6.3

Routing & CORE

For IPv6-based networks, routing is the part of IPv6 that provides forwarding capabilities between hosts that are located on separate L3 networks; this can be defined in two areas for the Cable Operator.  Firstly the CORE (which is discussed in this section) and secondly the Access Layer, PE to CMTS.  Most MSOs tend to go for an MPLS core that, at present, has no native IPv6 implementation on RSVP or LDP.  They use instead a method of IPv6 “tunneling” across the MPLS using 6PE or 6VPE (use of VPNs) using the IPv4 FECs.

Routing is the primary function of IPv6 as it is a L3 protocol although does have intelligence of the onlink & L2 within NDP as this translates into a new ether-type and NDP using ICMPv6 for messaging.

Above the IPv6 layer, transport services on the source host pass data in the form of TCP segments or UDP messages down to the IPv6 layer which actually does not change so for the most part we are looking at applications that focus on the IP packet, L3 & local link functionality. This functionality in the most part is in hardware presenting a forwarding plane and same or quicker than IPv4.

At present there are 6PE & 6VPE & IPv4 IGPs for MPLS to deliver IPv6 through the network COREs.  This provides a good starting point and allows a provider to dual stack his BGP with both L3 protocols.  The only issue is the feature sets needs to be aligned.  For example, IPv4 CoPP & QoS are well defined and encompassing, whereas IPv6 has major gaps within these technologies already especially in tunneled topologies.
6.4

Access Aggregation PE & Intermediate
PE iBGP to the Access IGP is reasonably easy within the data-networking kingdom.  6PE and IPv6 ISIS/OSPFv3 give ample functionality for interconnecting to the CE cloud aggregation.   Route summarization & aggregation are fully configurable/implemented within most IGPs.  Intermediate L2/L3 switches are also generally well defined for IPv6 with profiling & forwarding done in hardware in most cases at both L3 and L2.
The Access Layer is still being heavily developed at present and cannot be considered stably defined & implemented by vendors in general on the CMTS.  However, as above in the PE CORE, the implementation of IPv6 function is mostly defined for most features, if a little minimal in some areas.   This is is constant development at present & should be, by the end of the year, a fully stable access aggregation topology from PE to CMTS running native IPv6 IGPs for transport with an extremely close proximity to IPv4 features.  Which means that cable transport through the CMTS on IPv6 on to the PE routers is controlled at present by the CMTS development, as this is the bottleneck in IPv6 feature progression, but is at present able to be deployed in a minimal manner within most vendor deployments.
It can be surmised then that the access aggregation will be in the next few months capable of a full, non-static, IPv6 topology environment on the PEs & intermediate switches if used. 

6.5

CMTS
CMTSes have had a slow start but are now, in the most part, fully developed for IPv6.  The big four CMTS vendors do have excellent IPv6 support, although bugs are common, the features are there and able to be used and are live in some networks.

Native IGPs, at least ISIS, is ready for deployment in most topologies, with filtering, NDP & many interface standard being compliant to especially across the four heavy vendors in the market.   Native & dual stacked interfaces with PD & SLAAC capabilities are also fully compliant on most vendor deployments.

CMTSes are almost ready for most IPv6 native & dual stack topologies at least on ISIS as an IGP and bundles are fully functional for most vendors.

6.6

DOCSIS 2/3
Cablelabs published the 160 meg DOCSIS 3.0 IPv6-ready specifications for cable modems in August 2006.  This shows the prediction from cablelabs in general for the IPv6 deployment. The widely used DOCSIS 2.0, even today, did not fully support IPv6 until the new 'DOCSIS 2.0 + IPv6' standard was created.  However, most ISPs that support DOCSIS 3.0 have not deployed IPv6 across their networks at present and those that have are only looking at testing or TFT ro friendly customer validations.  We have very few full Ipv6 deployments in the cable world today.
It is considered that most networks, to bridge or develop into DOCSIS 3 with IPv6 or DOCSIS 2+IPv6, transitional requirements where needed or even when allow bridging where only the ether-type is required for transit traffic & management traffic will stay IPv4.  Most management will be considered the highest priority for the highest percentage of cable MSOs and therefore end up holding its IPv4 management addressing where possible.  

DOCSIS is generally IPv6 complaint & compatible within certain boundaries to date & does not create a barrier to IPv6 deployments.

6.7

CPE & HFC
The CPE is the largest part of any cable ISP cost in equipment times that of CMTSes, CORE & backend device costs by 10 times if not more in some cases.  This is also the largest, numerically, hardware deployment in the network. 
HFC distribution network, layer 1 physical transport on the RF, has little concern with IPv6.  It considers the IP data streams to be signals with no relation (in the most part) to its transport & unseen.  Multiplexers, ILAs & LXC 16:1s legacy cross connects on fiber or coax will not see the IPv6 transition & change.  So the CPE are the largest impacting device in this section and have proven to have a quite unpredicted development requirement for most cable L2 & L3 modem, EMTA & eRouter vendors.  The development has really been pushed since the beginning of 2011 towards an IPv6 capable CPE market.  Even the bridging modems requirement of pushing IPv6 forwarding (L2 only) with only knowledge of the frame and IPv6 ether type have had trouble pushing the mechanism into hardware.  

We have seen since 2002 CPE vendors having some responsibility towards IPv6 but without actual native compatibility.   Tunneling was the optimal choice but Teredo pass through was the most valued choice within cable provided home devices and even this was at a minimum.  So the actual industry did not start to really consider native forwarding until late 2008 and then only a few vendors.  But with the issues and defined changes between the two protocols, IPv6 showed itself to be a rather difficult delivery, impacting almost every implementation within the CPE.  

We now sit in 2012 with full-blown tunnel implementations, IPv6 friendly firewalls, DHCPv6 PD & SLAAC, IPv6 Accessible Web GUIs, RAs for RDNS & DNSSL, Prefix Suppression within the RA & finally UPnP support   We have come a long way and IPv6 deployment speeds will not slow due to development on the CPE or the L3 integration of IPv6 but the possibility of deployment on other factors.  The factors of logistics, mass swap outs, cost & confidence on the end-to-end delivery will be final reasons why IPv6 transitional technologies will be required for the next 3-8 years in the cable industry.

So one can consider CPEs to be almost completely developed for a basic dual stack or native IPv6 only implementation.  

6.8

OSS & BSS
All cable ISPs these days provide advanced IP services– whether it is IP telephony, tiered data, home networking, or subscription media – cannot scale without tools to efficiently install, provision, and manage network devices, as well as activate and support subscriber services. In short, operations support systems (OSS) software is the oil that keeps the broadband IP infrastructure and services engine running smoothly. OSSes are by nature extremely valuable to the functionality of the service the ISP offers.   

High-speed Internet access is now the dominant cable IP service offering. During the past five years, MSOs have made significant progress in improving cable modem installations and subscriber service activation. When done manually, the cable modem activation process requires a telephone call from the prospective customer to a cable company service center. However, MSOs are increasingly automating this progress through the use of Web-based tools that allow user self-registration. Additionally, many cable operators offer consumers self-installation options, so they can purchase and connect cable modems themselves.
During the service provisioning process over IPv4, services are linked to the subscriber's account, and then instantiated in the network through device provisioning processes. Service provisioning can either be done manually by a MSO CSR or directly by the consumer through a Website. The latter is obviously preferable as it provides a customer self-service option, reducing costs and time to service activation.

For high-speed data access, service options that must be provisioned include the customer's Internet service provider (ISP), service class (defined by access speed or other attributes), email addresses, and personal Web space. A home networking offering adds enhanced data features, such as a managed firewall or virus protection and end-device authentication for a wireless network. Content service provisioning may include enabling access to targeted video, audio, or gaming services. Telephone service provisioning is significantly more complex. In addition to provisioning the underlying data service, telephone lines and numbers must be assigned, along with enhanced services, such as voice mail, caller ID, call forwarding, and more.

Once services have been selected and assigned to the customer, devices on the network must be provisioned to deliver these services, typically via simple network management protocol (SNMP). For all cable IP services this includes configuring DNS, Dynamic Host Configuration Protocol (DHCP), Trivial File Transfer Protocol (TFTP), SYSLOG, and Time of Day (ToD) servers.  

So considering the integration & complexity of these services IPv6 is a heavy requirement for such a valuable service.   The industry applications & network requirements for OSS is actually well advanced on IPv6 support & can be implemented today. 

BSS is just as valuable as OSS, and at some points, more so.  Defining the requirements for BSS as a whole within the MSO is extremely difficult as the degree of topologies, applications & type of deployments out there today makes impossible to generalize.  BSS must be considered on a per MSO basis unfortunately.   But to estimate we can assume that the development is there in process or already complete to the point of delivery for certain topologies.

6.9

DHCP & DNS

DHCP is currently the standard host configuration protocol for the TCP/IP protocol suite for IPv4 with development work being done since the early 1990s on DHCPv6.  There are again are a few gaps which are being contained & changed but generally DHCPv6 alone is functional and deployable. 

While most of the changes that IPv6 brings impact technologies at the lower layers of the TCP/IP architectural model, the significance of the modifications means that many other TCP/IP protocols are also affected which gets neglected. This is particularly true of protocols that work with addresses or configuration information, including DHCP.  For this reason, a new version of DHCP was created due to the nature of IPv6.

Two Methods for Autoconfiguration in IPv6

One of the many enhancements introduced in IPv6 is an overall strategy for easier administration of IP devices, including host configuration. There are two basic methods defined for autoconfiguration of IPv6 hosts:

1. Stateless Autoconfiguration: A method defined to allow a host to configure itself without help from any other device.
2. “Stateful” Autoconfiguration: A technique where configuration information is provided to a host by a server.

Which of these methods is used depends on the characteristics of the network. Stateless autoconfiguration is described in [i.20].  DHCPv6 provides “Stateful” autoconfiguration for IPv6. As with regular DHCP, DHCPv6 may be used to obtain an IP address and other configuration parameters, or just to get configuration parameters when the client already has an IP address.

6.10

Firewalls & Load Balancers

The main firewall vendors for cable (& generally other industries) are extremely forward on IPv6 deployment.  Full rule base, packet decryption (specific packet field integer rules) , acceptance of all lengths of prefix, NDP ICMPv6 separation, VRRP, all interface configurations & general policies all based on IPv6 & more is accepted.  Basically the firewall & ADC (load balancers) are completely IPv6 compliant.

DNS has a similar issue to CORE network routing tables, which is resources.  Being able to handle the requests for both quad A and single A records at the same time and then defining the priority if this is implemented.  We can though place DNS as a fully and proven IPv6 functional service worldwide with some security gaps & lacking white listing it is still a completely valid service on IPv6 and has been since the days of 6bone.
6.11
Backend Support Services

So we have dealt with OSS (Operational support systems) that cover the DHCP, CPE & CMTS backend requirements & BSS (Billing support systems) but there are backend infrastructure that require a company to continue to function and provide those services such as backup, data center services & general corporate applications to allow reporting, administration & management.  These systems tend to be neglected due to their unseen nature & lack of direct effect on MSO subscriber connectivity.

Now considering this categorization we can determine that OSes, backup software, corporate finance application clusters, as examples are actually extremely compliant with IPv6.  

EMC, one of the largest backup solutions providers for the cable industry, has had IPv6 functional support & implementations since 2006.

“As part of our commitment to ongoing IPv6 support for our customers, EMC established a corporate IPv6 Program Office in 2006 to drive consistent implementations of IPv6 requirements and coordinate product plans, services, and sales.”

If we look at the BESS (Back-End Support Services) as a whole we find that this area is well covered for IPv6 with only a few holes in application awareness on IPv6, but the gap is small.

6.12
Web Services

When migrating the Web Services from IPv4 to IPv6 within an MSO, just making a Web server ready for IPv6 can raise serious problems. For example, users experience errors when they request services that have not yet supported IPv6. In addition, the solution requires that the organization network be protected from malicious IPv6 accesses, although there are no total security solutions for IPv6 unless a separate firewall.  Reverse proxy solutions have been implemented to handle this but generally the web services area is still a little shaky with IPv6.

The simplest solution to make the Web service IPv6-ready is a Web server that supports both IPv4 and IPv6, e.g., Apache with IPv6/IPv4 dual stack. Because the essence of Web service is to connect various services to each other, making a single server ready for IPv6 causes various errors by the services that have not yet supported IPv6 not including all of the DNS potential mismatches for double entries.

Another solution for deployment is duplicating the present IPv4 system for IPv6. With this solution, we can remove the errors by modifying links to the services that are not ready for IPv6. However, this solution pushes up the content management cost because the administrator has to manage double sets of Web contents consistently.

The most consistent topology unfortunately is not the IPv6 service that has been isolated not only logically but also physically from the current IPv4 services. Actually, IPv6 has been designed with much regard to peaceful coexistence with IPv4 in the sense that there is no integration, which would have created no extra need for transitional technologies if we were not running out of IPv4 addressing.  This brings up the ultimate issue that private or public IPv4 addressing cannot be “translated” into na IPv6 address within the protocol & technology and thus we need protocol translators/transitional devices/services on our networks.  

To minimize the influence on the current IPv4 Web services if willing to implement separately, a reverse proxy server is currently the best solution for several reasons. First, a reverse proxy server does not require any modification in the IPv4 services working. Secondly, cache technologies can be applied on the proxy server to keep the number of the requests forwarded to the Web servers extremely low. Because the total volume of contents the reverse proxy server handles is relatively small (usually under several gigabytes), the reverse proxy server can achieve a high hit ratio. Lastly, we can preserve the security of the IPv4 world by setting up the proxy server outside the firewall of the IPv4 organization network. This prevents the IPv6 proxy server from being a backdoor host that breaks the security of the network.

So the vendor feature deployments & topologies are available for web services and are generally whichever deployment option you choose rather simple and easy to add on top of your current IPv4 setup.

6.13
DTV

Reasonably recently digital television networks are shifting from the mere transport of native MPEG-2 streams to the provision of IP-based services, either unidirectional or fully interactive. The inclusion of an IPv4/IPv6 stack in a DTV terminal requires configuration such as Host, Gateway and DNS IP addresses are configured either statically or dynamically.   DTV generally has an uncertain history concerning its IP stacks with set-top boxes being delivered with overlay IP stacks & ignoring the OS stack completely & bypassing it through the kernel, which means propriettry IP implementations that are hard to change.  
Generally upgrading the firmware it is not possible to the degree required for IPv6 or even the nodes don’t have the capability to upgrade the on-node software even if you could get to it locally for IPv6.  The HFC/DTV industry is coming into alignment with the data networking kingdom however with more IP deployment options & integration with even considerations on removing DOCSIS from the equation altogether.   So we start on dangerous ground as it is especially considering the legacy DTV equipment still running in some cable MSO networks today.

For simplicity reasons the term “Digital Television Network” is assumed to refer to a single DTV downlink conveying a single MPEG-2 (or other services) to a certain coverage area across IP or not dependent.   IPv6 is not even heavily considered within this part of the MSO unless in new and upcoming kit.   This area is around two years behind almost all other MSO technologies for IPv6 if one removes the “new” technologies being developed at the moment such as Horizon.

6.14
NMS

NMS systems are fast becoming IPv6 compliant equal to that of IPv4.  There are generally things missing like MIBs within SNMP, Syslog events on NDP DAD, IPFIX/Netflowv9 IPv6 & IPv4 integrated templates & IPv6 DPI.  The NMS industry is huge but although there are great gaps generally we are capable of monitoring our IPv6 network well including in the RF with products like SAA.  

Element management & IPSLA for 6PE v4 FECs are still an issue as monitoring an LSP for IPv6 forwarding capability when not being uses is almost impossible with single vendors on the network let alone multiple.  Saying this however one can assume from the present development of most NSM solutions used in the cable industry today we can monitor beyond the bare minimum of IPv6 deployments.

6.15
DR & LI

With Data Retention Acts being passed in most of Europe over the last few decades each ISP is required to track potential user activities & keep a long, detailed & reconciled history of traffic on the network.  

IPv6 puts new challenges for network administrators in the context of user identification & traffic interception especially with the lack of security either employed or capable within the protocol.  Unlike IPv4, an IPv6 address no longer uniquely identifies a user or PC the IPv6 address can be randomly generated and can keep changing all the time dependent on the network configuration.  PCs with IPv6 stack can also communicate via predefined tunnels over IPv4 infrastructure without the ISP being able to DPI every single flow due to the capacity capabilities of most of the network equipment. So that tunneled traffic mostly bypasses network security implemented via firewalls, monitoring & LI. The solution for IPv6 requires an extended set of monitoring data to be collected from network devices with extended features without effecting neutrality on the network.   This new solution is either a duplicate of the present IPv4 structure or adds netflow in with “smart” logging like within some implementations of DS-lite.

IPv6 DR & LI are well covered in most cases both CMTS deployments & separately on other network devices.  The new deployments are being executed and the governments are being at little less ridged on the requirements during the IPv4 to IPv6 transition phases which helps a great deal.  We can say that there are deployments for both DR & LI on IPv6 but the full extent of the abilities and the differences in the topologies makes IPv6 still in early days for traffic inception & retention on IPv6.

6.16
Home Services

Unfortunately here we have the technology that causes us the most problem.  It is the largest part of the end-to-end market, although not owned or deployed by the ISP itself, the home content, applications & devices controlled by the customer provides the strongest challenge to IPv6 deployment worldwide.

So we have to consider here the degree of change within the industry from a device & home OS Application viewpoint.  What will be ready and what will not be ready on IPv6?  But then even this integer means little even if there are 95% of the applications & home devices are IPv6 ready will a marketing team for a large cable ISP really agree that the company ignore connectivity for the five year old IPTV that is only capable of an IPv4 stack?  Or what of the old smartphones that cannot be, or the vendor unwilling to, upgraded to support IPv6?  This is the major issue we face today in the cable ISP industry, the MSO is restricted, not by its own development, but by legacy home devices, even if new now, many do not have IPv6 stacks.

So although D-link and many other home router companies, plus Apple, Blackberry, PVRs and other such vendors & devices types are IPv6 ready or going to be we will always be limited by the legacy for many years to come.  

However, with legacy in consideration, the development within the home & handheld device market of IPv6 native & dual stack is actually extremely good.  The only issue here is the 96,000 approved applications (approved & recommended – PC/workstations only – on Windows, Apple & Linux current OS releases.  Not including the 1.3 million approved handheld applications for the mobile market.  Software, especially on the PC side, does not have that great a turnover.  This then provides us with another requirement that falls short of pure IPv6 deployment.

We can then summarize that the home network, customer controlled devices, then restrict us to a full native deployment as a whole.  As we run out of IPv4 addressing to provide connectivity to these IPv4 only devices & applications we require an IPv4 gateway provided at home in some form & then to be able to transport this to the IPv4 service within or beyond our networks.

7
IPv6 Standards
In this Clause, the major standards within the industry that effect IPv6 deployment are considered.  

While the IETF started working on IPv6 in 1990 limited IPv6 adoption to date in residential environments has been seen. Although governments/institutions have been pushing service providers to adopt IPv6, there has never been a real business driver for service providers to introduce IPv6. There were no new applications that required IPv6 and the cost of introducing IPv6 was perceived too high. All of this has resulted that service providers had very little focus on introducing IPv6 in the residential broadband networks to date. However with the Public IPv4 address exhaustion and the very rapid adoption of smart-phones and M2M devices people should realize that introducing IPv6 should be done as quickly as possible in order to sustain the growth and to provide customers a proper service. 

Technically we see that IPv6 is incompatible with IPv4 and has introduced several new concepts that change the present mode of operation of broadband networks:

· IPv6 addressing schemes: unicast: LLA (link local addresses), GUA (Global unicast address) and ULA (Unique local address), multicast addressing, depreciation of broadcast addressing;
· IPv6 header changes Next Header, etc.;
· SLAAC: Stateless auto-configuration for IPv6 address assignment without consuming a DHCP server;
· Default router support using Route Advertisements (RA);
· DHCP PD: DHCP prefix delegation to assign prefixes to Home networks;
· Neighbor discovery (ND), MLD (Multicast Listener Discovery), etc supported through ICMP.
Although there have been many good reasons for these changes, these concepts have implications on how IPv6 can be offered to residential subscribers. 

On top IPv6 posses multi-dimensional issues with requirements over which service providers have none/little control. IPv6 support has implication on multiple elements (Figure 4):

· End devices HW/Operating systems

· PC: MAC OS, Linux, Windows Vista/7 have good IPv6 support while windows XP operates only in dual stack mode and Windows 98 has no IPv6 support

· IPv6 support on mobile handsets are emerging (Symbian, Iphone, Android, etc)

· VoIP OS have little IPv6 support to date

· IPTV OS/STB have little IPv6 support to date

· CPE/RG

· Support for IPv6 is emerging on xDSL/GPON/ETH/Cable residential GW

· Access nodes

· DSL/GPON/ETH: most vendors start supporting certain architectures for IPv6.

· CMTS: most vendors support IPv6

· Aggregation/Edge/Core network elements

· Most of these devices support IPv6 since many years and have been deployed for a while.

· Fixed (BNG/BRAS), MGW (GGSN/PGW) Edge node

· BNG/BRAS: Most vendors start supporting IPv6 for PPPoX, IPoE (DHCPv6/DHCPv6 PD), LNS

· GGSN/PGW: Most vendors have support for R8 and R7 3GPP IPv6 architectures

· Applications

· End-user application: 

· If they are supported on the proper OS

· If they use the IPv6 API(s) to support the IPv6 network connectivity

· Websites:

· If they support IPv6 addressing/connectivity

· CDN:

· If they support IPv6 addressing/connectivity.


[image: image4]
Figure 4: IPv6 introduction, the multi-dimensional problem
Some of the implications on these elements are dependent on the network design you choose for introducing IPv6. The following chapter highlights the implications of certain scenarios in a Telco/Cable/Mobile environment. The chapters below are focused on unicast IPv6 connectivity, since most multicast IPTV platforms are not ready yet to move to IPv6 and most IPTV solutions do not require public IPv4 address space.

Here is the list of some of the applicable standards;


	RFC no.
	RFC Name
	RFC Description (partially generated from the RFC introductions)

	RFC2460
	IPv6 architecture
	IP version 6 (IPv6) is a new version of the Internet Protocol, designed as the successor to IP version 4 (IPv4) [RFC-791].  The changes from IPv4 to IPv6 fall primarily into the following categories:

· Expanded Addressing Capabilities

         IPv6 increases the IP address size from 32 bits to 128 bits, to

         support more levels of addressing hierarchy, a much greater

         number of addressable nodes, and simpler auto-configuration of

         addresses.  The scalability of multicast routing is improved by

         adding a "scope" field to multicast addresses.  And a new type

         of address called an "anycast address" is defined, used to send

         a packet to any one of a group of nodes.

· Header Format Simplification

         Some IPv4 header fields have been dropped or made optional, to

         reduce the common-case processing cost of packet handling and

         to limit the bandwidth cost of the IPv6 header.

· Improved Support for Extensions and Options

         Changes in the way IP header options are encoded allows for

         more efficient forwarding, less stringent limits on the length

         of options, and greater flexibility for introducing new options

         in the future.

· Flow Labeling Capability

         A new capability is added to enable the labeling of packets

         belonging to particular traffic "flows" for which the sender

         requests special handling, such as non-default quality of

         service or "real-time" service.

	RFC4193 
	ULA
	This RFC defines an IPv6 unicast address format that is globally unique and is intended for local communications [IPV6].  These addresses are called Unique Local IPv6 Unicast Addresses and are abbreviated in this document as Local IPv6 addresses.  They are not expected to be routable on the global Internet.  They are routable inside of a more limited area such as a site.  They may also be routed between a limited set of sites.

Local IPv6 unicast addresses have the following characteristics:

· Globally unique prefix (with high probability of uniqueness).

· Well-known prefix to allow for easy filtering at site boundaries.

· Allow sites to be combined or privately interconnected without         creating any address conflicts or requiring renumbering of        interfaces that use these prefixes.

· Internet Service Provider independent and can be used for        communications inside of a site without having any permanent or         intermittent Internet connectivity.

· If accidentally leaked outside of a site via routing or DNS, there is no conflict with any other addresses.

· In practice, applications may treat these addresses like global        scoped addresses.

   This document defines the format of Local IPv6 addresses, how to

   allocate them, and usage considerations including routing, site

   border routers, DNS, application support, VPN usage, and guidelines

   for how to use for local communication inside a site.

	RFC5942 
	IPv6 subnet model
	   IPv4 implementations typically associate a netmask with an address

   when an IPv4 address is assigned to an interface.  That netmask

   together with the IPv4 address designates an on-link prefix.  Nodes

   consider addresses covered by an on-link prefix to be directly

   attached to the same link as the sending node, i.e., they send

   traffic for such addresses directly rather than to a router.  See

   Section 3.3.1 of [RFC1122].  Prior to the development of subnetting

   [RFC0950] and Classless Inter-Domain Routing (CIDR) [RFC4632], an

   address's netmask could be derived directly from the address simply

   by determining whether it was a Class A, B, or C address.  Today,

   assigning an address to an interface also requires specifying a

   netmask to use.  In the absence of specifying a specific netmask when

   assigning an address, some implementations would fall back to

   deriving the netmask from the class of the address.

   The behavior of IPv6 as specified in Neighbor Discovery (ND)

   [RFC4861] is quite different.  The on-link determination is separate

   from the address assignment.  A host can have IPv6 addresses without

   any related on-link prefixes or can have on-link prefixes that are

   not related to any IPv6 addresses that are assigned to the host.  Any

   assigned address on an interface should initially be considered as

   having no internal structure as shown in [RFC4291].

   In IPv6, by default, a host treats only the link-local prefix as

   on-link.

   The reception of a Prefix Information Option (PIO) with the L-bit set

   [RFC4861] and a non-zero valid lifetime creates (or updates) an entry

   in the Prefix List.  All prefixes on a host's Prefix List (i.e.,

   those prefixes that have not yet timed out) are considered to be

   on-link by that host.

   The on-link definition in the Terminology section of [RFC4861], as

   modified by this document, defines the complete list of cases in

   which a host considers an address to be on-link.  Individual address

   entries can be expired by the Neighbor Unreachability Detection

   mechanism.

   IPv6 packets sent using the Conceptual Sending Algorithm as described

   in [RFC4861] only trigger address resolution for IPv6 addresses that

   the sender considers to be on-link.  Packets to any other address are

   sent to a default router.  If there is no default router, then the

   node should send an ICMPv6 Destination Unreachable indication as

   specified in [RFC4861] -- more details are provided in the "Host

   Behavior" and "Host Rules" sections of this document.  (Note that

   [RFC4861] changed the behavior when the Default Router List is empty.

   In the old version of Neighbor Discovery [RFC2461], if the Default

   Router List is empty, rather than sending the ICMPv6 Destination

   Unreachable indication, the [RFC2461] node assumed that the

   destination was on-link.)  Note that ND is scoped to a single link.

   All Neighbor Solicitation (NS) responses are assumed to be sent out

   the same interface on which the corresponding query was received

   without using the Conceptual Sending Algorithm.

   Failure of host implementations to correctly implement the IPv6

   subnet model can result in lack of IPv6 connectivity.  See the

   "Observed Incorrect Implementation Behavior" section for details.

   This document deprecates the last two bullets from the definition of

   "on-link" in [RFC4861] to address security concerns arising from

   particular ND implementations.

   Host behavior is clarified in the "Host Behavior" and "Host Rules"

   sections.

	RFC4861 
	Neighbor discovery
	  This specification defines the Neighbor Discovery (ND) protocol for

   Internet Protocol Version 6 (IPv6).  Nodes (hosts and routers) use

   Neighbor Discovery to determine the link-layer addresses for

   neighbors known to reside on attached links and to quickly purge

   cached values that become invalid.  Hosts also use Neighbor Discovery

   to find neighboring routers that are willing to forward packets on

   their behalf.  Finally, nodes use the protocol to actively keep track

   of which neighbors are reachable and which are not, and to detect

   changed link-layer addresses.  When a router or the path to a router

   fails, a host actively searches for functioning alternates.

   Unless specified otherwise (in a document that covers operating IP

   over a particular link type) this document applies to all link types.

   However, because ND uses link-layer multicast for some of its

   services, it is possible that on some link types (e.g., Non-Broadcast

   Multi-Access (NBMA) links), alternative protocols or mechanisms to

   implement those services will be specified (in the appropriate

   document covering the operation of IP over a particular link type).

   The services described in this document that are not directly

   dependent on multicast, such as Redirects, Next-hop determination,

   Neighbor Unreachability Detection, etc., are expected to be provided

   as specified in this document.  The details of how one uses ND on

   NBMA links are addressed in [IPv6-NBMA].  In addition, [IPv6-3GPP]

   and[IPv6-CELL] discuss the use of this protocol over some cellular

   links, which are examples of NBMA links.

	RFC4862 
	SLAAC
	   This document specifies the steps a host takes in deciding how to

   autoconfigure its interfaces in IP version 6 (IPv6).  The  autoconfiguration process includes generating a link-local address,

   generating global addresses via stateless address autoconfiguration,

   and the Duplicate Address Detection procedure to verify the

   uniqueness of the addresses on a link.

   The IPv6 stateless autoconfiguration mechanism requires no manual

   configuration of hosts, minimal (if any) configuration of routers,

   and no additional servers.  The stateless mechanism allows a host to

   generate its own addresses using a combination of locally available

   information and information advertised by routers.  Routers advertise

   prefixes that identify the subnet(s) associated with a link, while

   hosts generate an "interface identifier" that uniquely identifies an

   interface on a subnet.  An address is formed by combining the two.

   In the absence of routers, a host can only generate link-local

   addresses.  However, link-local addresses are sufficient for allowing

   communication among nodes attached to the same link.

   The stateless approach is used when a site is not particularly

   concerned with the exact addresses hosts use, so long as they are

   unique and properly routable.  On the other hand, Dynamic Host

   Configuration Protocol for IPv6 (DHCPv6) [RFC3315] is used when a

   site requires tighter control over exact address assignments.  Both

   stateless address autoconfiguration and DHCPv6 may be used

   simultaneously.

   IPv6 addresses are leased to an interface for a fixed (possibly

   infinite) length of time.  Each address has an associated lifetime

   that indicates how long the address is bound to an interface.  When a

   lifetime expires, the binding (and address) become invalid and the

   address may be reassigned to another interface elsewhere in the

   Internet.  To handle the expiration of address bindings gracefully,

   an address goes through two distinct phases while assigned to an

   interface.  Initially, an address is "preferred", meaning that its

   use in arbitrary communication is unrestricted.  Later, an address

   becomes "deprecated" in anticipation that its current interface

   binding will become invalid.  While an address is in a deprecated

   state, its use is discouraged, but not strictly forbidden.  New

   communication (e.g., the opening of a new TCP connection) should use

   a preferred address when possible.  A deprecated address should be

   used only by applications that have been using it and would have

   difficulty switching to another address without a service disruption.

	RFC3971 
	SEND
	   IPv6 defines the Neighbor Discovery Protocol (NDP) in RFCs 2461and 2462.  Nodes on the same link use NDP to discover each other's presence and link-layer addresses, to find routers, and to maintain reachability information about the paths to active neighbors.  NDP is used by both hosts and routers.  Its functions include Neighbor Discovery (ND), Router Discovery (RD), Address Autoconfiguration, Address Resolution, Neighbor Unreachability Detection (NUD), Duplicate Address Detection (DAD), and Redirection.

   The original NDP specifications called for the use of IPsec to

   protect NDP messages.  However, the RFCs do not give detailed

   instructions for using IPsec to do this.  In this particular

   application, IPsec can only be used with a manual configuration of

   security associations, due to bootstrapping problems in using IKE.   Furthermore, the number of manually configured security    associations needed for protecting NDP can be very large, making

   that approach impractical for most purposes.

   The SEND protocol is designed to counter the threats to NDP.  These

   threats are described in detail in [22].  SEND is applicable in

   environments where physical security on the link is not assured (such

   as over wireless) and attacks on NDP are a concern.

   This document is organized as follows.  Sections 2 and 3 define some

   terminology and present a brief review of NDP, respectively.  Section

   4 describes the overall approach to securing NDP.  This approach

   involves the use of new NDP options to carry public key - based

   signatures.  A zero-configuration mechanism is used for showing

   address ownership on individual nodes; routers are certified by a

   trust anchor [7].  The formats, procedures, and cryptographic

   mechanisms for the zero-configuration mechanism are described in a

   related specification [11].

   The required new NDP options are discussed in Section 5.  Section 6

   describes the mechanism for distributing certification paths to

   establish an authorization delegation chain to a trust anchor.

   Finally, Section 8 discusses the co-existence of secured and

   unsecured NDP on the same link, and Section 9 discusses security

   considerations for SEcure Neighbor Discovery (SEND).

   The use of identity certificates provisioned on end hosts for

   authorizing address use is out of the scope for this document, as is

   the security of NDP when the entity defending an address is not the

   same as the entity claiming that address (also known as "proxy ND").

   These are extensions of SEND that may be treated in separate

   documents, should the need arise.

	RFC4443 
	ICMPv6
	The Internet Protocol version 6 (IPv6) uses the Internet Control

   Message Protocol (ICMP) as defined for IPv4 [RFC-792], with a number

   of changes.  The resulting protocol is called ICMPv6 and has an IPv6

   Next Header value of 58.

   This document describes the format of a set of control messages used

   in ICMPv6.  It does not describe the procedures for using these

   messages to achieve functions like Path MTU discovery; these

   procedures are described in other documents (e.g., [PMTU]).  Other

   documents may also introduce additional ICMPv6 message types, such as  Neighbor Discovery messages [IPv6-DISC], subject to the general rules for ICMPv6 messages given in Section 2 of this document.

   Terminology defined in the IPv6 specification [IPv6] and the IPv6

   Routing and Addressing specification [IPv6-ADDR] applies to this

   document as well.

	RFC4605 
	IGMP/MLD proxy
	   This document applies spanning tree multicast routing [MCAST] to an

   Internet Group Management Protocol (IGMP) or Multicast Listener

   Discovery (MLD)-only environment.  The topology is limited to a tree,

   since we specify no protocol to build a spanning tree over a more

   complex topology.  The root of the tree is assumed to be connected to

   a wider multicast infrastructure.

   In a simple tree topology, it is not necessary to run a multicast

   routing protocol.  It is sufficient to learn and proxy group membership information and simply forward multicast packets based  upon that information.  One typical example of such a tree topology can be found on an edge aggregation box such as a Digital Subscriber Line Access Multiplexer (DSLAM).  In most deployment scenarios, an edge box has only one connection to the core network side and has many connections to the customer side.

   Using IGMP/MLD-based forwarding to replicate multicast traffic on

   devices such as the edge boxes can greatly simplify the design and

   implementation of those devices.  By not supporting more complicated

   multicast routing protocols such as Protocol Independent Multicast

   (PIM) or Distance Vector Multicast Routing Protocol (DVMRP), it

   reduces not only the cost of the devices but also the operational

   overhead.  Another advantage is that it makes the proxy devices

   independent of the multicast routing protocol used by the core

   network routers.  Hence, proxy devices can be easily deployed in any

   multicast network.

   Robustness in an edge box is usually achieved by using a hot spare

   connection to the core network.  When the first connection fails, the

   edge box fails over to the second connection.  IGMP/MLD-based

   forwarding can benefit from such a mechanism and use the spare

   connection for its redundant or backup connection to multicast

   routers.  When an edge box fails over to the second connection, the

   proxy upstream connection can also be updated to the new connection.

	RFC4632 
	CIDR
	   What is now known as the Internet started as a research project in

   the 1970s to design and develop a set of protocols that could be used

   with many different network technologies to provide a seamless, end-

   to-end facility for interconnecting a diverse set of end systems.

   When it was determined how the 32-bit address space would be used,

   certain assumptions were made about the number of organizations to be connected, the number of end systems per organization, and total

   number of end systems on the network.  The end result was the

   establishment (see [RFC791]) of three classes of networks: Class A

   (most significant address bits '00'), with 128 possible networks each

   and 16777216 end systems (minus special bit values reserved for

   network/broadcast addresses); Class B (MSB '10'), with 16384 possible

   networks each with 65536 end systems (less reserved values); and

   Class C (MSB '110'), and 2097152 possible networks each and 254 end

   systems (256 bit combinations minus the reserved all-zeros and all-

   ones patterns).  The set of addresses with MSB '111' was reserved for

   future use; parts of this were eventually defined (MSB '1110') for

   use with IPv4 multicast and parts are still reserved as of the

   writing of this document.

   In the late 1980s, the expansion and commercialization of the former

   research network resulted in the connection of many new organizations

   to the rapidly growing Internet, and each new organization required

   an address assignment according to the Class A/B/C addressing plan.

   As demand for new network numbers (particularly in the Class B space)

   took what appeared to be an exponential growth rate, some members of

   the operations and engineering community started to have concerns

   over the long-term scaling properties of the class A/B/C system and

   began thinking about how to modify network number assignment policy and routing protocols to accommodate the growth.  In November, 1991, the Internet Engineering Task Force (IETF) created the ROAD (Routing and Addressing) group to examine the situation.  This group met in January 1992 and identified three major problems:

1. Exhaustion of the Class B network address space.  One fundamental cause of this problem is the lack of a network class of a size that is appropriate for mid-sized organization.  Class C, with a maximum of 254 host addresses, is too small, whereas Class B, which allows up to 65534 host addresses, is too large for most organizations but was the best fit available for use with       subnetting.

2. Growth of routing tables in Internet routers beyond the ability

       of current software, hardware, and people to effectively manage.
3. Eventual exhaustion of the 32-bit IPv4 address space. It was clear that then-current rates of Internet growth would cause the first two problems to become critical sometime between 1993 and 1995.  Work already in progress on topological assignment of addressing for Connectionless Network Service (CLNS), which was presented to the community at the Boulder IETF in December of 1990, led to thoughts on how to re-structure the 32-bit IPv4 address space to increase its lifespan.  Work in the ROAD group followed and eventually resulted in the publication of  [RFC1338], and later, [RFC1519].

       The design and deployment of CIDR was intended to solve these

       problems by providing a mechanism to slow the growth of global

       routing tables and to reduce the rate of consumption of IPv4

       address space.  It did not and does not attempt to solve the

       third problem, which is of a more long-term nature; instead, it

       endeavors to ease enough of the short- to mid-term difficulties

       to allow the Internet to continue to function efficiently while

       progress is made on a longer-term solution.

       More historical background on this effort and on the ROAD group

       may be found in [RFC1380] and at [LWRD].

Classless Addressing as a Solution
   The solution that the community created was to deprecate the Class

   A/B/C network address assignment system in favor of using

   "classless", hierarchical blocks of IP addresses (referred to as

   prefixes).  The assignment of prefixes is intended to roughly follow

   the underlying Internet topology so that aggregation can be used to

   facilitate scaling of the global routing system.  One implication of

   this strategy is that prefix assignment and aggregation is generally

   done according to provider-subscriber relationships, since that is

   how the Internet topology is determined.

   When originally proposed in [RFC1338] and [RFC1519], this addressing

   plan was intended to be a relatively short-term response, lasting

   approximately three to five years, during which a more permanent

   addressing and routing architecture would be designed and

   implemented.  As can be inferred from the dates on the original

   documents, CIDR has far outlasted its anticipated lifespan and has

   become the mid-term solution to the problems described above.

   Note that in the following text we describe the current policies and

   procedures that have been put in place to implement the allocation

   architecture discussed here.  This description is not intended to be

   interpreted as direction to IANA.

   Coupled with address management strategies implemented by the

   Regional Internet Registries (see [NRO] for details), the deployment

   of CIDR-style addressing has also reduced the rate at which IPv4

   address space has been consumed, thus providing short- to medium-term relief to problem #3, described above.

   Note that, as defined, this plan neither requires nor assumes the

   re-assignment of those parts of the legacy "Class C" space that are

   not amenable to aggregation (sometimes called "the swamp").  Doing so

   would somewhat reduce routing table sizes (current estimate is that

   "the swamp" contains approximately 15,000 entries), though at a

   significant renumbering cost.  Similarly, there is no hard

   requirement that any end site renumber when changing transit service

   provider, but end sites are encouraged do so to eliminate the need

   for explicit advertisement of their prefixes into the global routing

   system.

	RFC5308 
	ISIS routing IPv6
	   IS-IS is an extendible intra-domain routing protocol.  Each router in

   the routing domain issues an Link State Protocol Data Unit (LSP) that

   contains information pertaining to that router.  The LSP contains

   typed variable-length data, often referred to as TLVs (type-length-

   values).  We extend the protocol with two new TLVs to carry

   information required to perform IPv6 routing.

   In [RFC1195], a method is described to route both OSI and IPv4.  We

   utilize this same method with some minor changes to allow for IPv6.

   To do so, we must define two new TLVs, namely "IPv6 Reachability" and

   "IPv6 Interface Address", and a new IPv6 protocol identifier.  In our

   new TLVs, we utilize the extended metrics and up/down semantics of

   [RFC5305].

	RFC2740
	OSPFv3
	 This document describes the modifications to OSPF to support version

   6 of the Internet Protocol (IPv6).  The fundamental mechanisms of

   OSPF (flooding, DR election, area support, SPF calculations, etc.)

   remain unchanged. However, some changes have been necessary, either

   due to changes in protocol semantics between IPv4 and IPv6, or simply

   to handle the increased address size of IPv6.

   This document is organized as follows. Section 2 describes the

   differences between OSPF for IPv4 and OSPF for IPv6 in detail.

   Section 3 provides implementation details for the changes. Appendix A

   gives the OSPF for IPv6 packet and LSA formats. Appendix B lists the

   OSPF architectural constants. Appendix C describes configuration

   parameters.

1.1.  Terminology

   This document attempts to use terms from both the OSPF for IPv4

   specification ([Ref1]) and the IPv6 protocol specifications

   ([Ref14]). This has produced a mixed result. Most of the terms used

   both by OSPF and IPv6 have roughly the same meaning (e.g.,

   interfaces). However, there are a few conflicts. IPv6 uses "link"

   similarly to IPv4 OSPF's "subnet" or "network". In this case, we have

   chosen to use IPv6's "link" terminology. "Link" replaces OSPF's

   "subnet" and "network" in most places in this document, although

   OSPF's Network-LSA remains unchanged (and possibly unfortunately, a

   new Link-LSA has also been created).

   The names of some of the OSPF LSAs have also changed. See Section 2.8

   for details.


	RFC4798 
	6PE
	   There are several approaches for providing IPv6 connectivity over an

   MPLS core network [RFC4029] including (i) requiring that MPLS

   networks support setting up IPv6-signaled Label Switched Paths (LSPs)

   and establish IPv6 connectivity by using those LSPs, (ii) use

   configured tunneling over IPv4-signaled LSPs, or (iii) use the IPv6

   Provider Edge (6PE) approach defined in this document.

   The 6PE approach is required as an alternative to the use of standard

   tunnels.  It provides a solution for an MPLS environment where all

   tunnels are established dynamically, thereby addressing environments

   where the effort to configure and maintain explicitly configured

   tunnels is not acceptable.

   This document specifies operations of the 6PE approach for

   interconnection of IPv6 islands over an IPv4 MPLS cloud.  The

   approach requires that the edge routers connected to IPv6 islands be

   Dual Stack Multiprotocol-BGP-speaking routers [RFC4760], while the

   core routers are only required to run IPv4 MPLS.  The approach uses

   MP-BGP over IPv4, relies on identification of the 6PE routers by

   their IPv4 address, and uses IPv4-signaled MPLS LSPs that do not

   require any explicit tunnel configuration.

   Throughout this document, the terminology of [RFC2460] and [RFC4364]  is used.

   In this document an 'IPv6 island' is a network running native IPv6 as

   per [RFC2460].  A typical example of an IPv6 island would be a

   customer's IPv6 site connected via its IPv6 Customer Edge (CE) router

   to one (or more) Dual Stack Provider Edge router(s) of a Service

   Provider.  These IPv6 Provider Edge routers (6PE) are connected to an

   IPv4 MPLS core network.

            +--------+

            |site A  CE---+  +-----------------+

            +--------+    |  |                 |       +--------+

                         6PE-+  IPv4 MPLS core +-6PE--CE site C |

            +--------+    |  |                 |       +--------+

            |site B  CE---+  +-----------------+

            +--------+

             IPv6 islands          IPv4 cloud       IPv6 island

            <-------------><---------------------><-------------->

                                  Figure 1



   The interconnection method described in this document typically

   applies to an Internet Service Provider (ISP) that has an IPv4 MPLS

   network, that is familiar with BGP (possibly already offering

   BGP/MPLS VPN services), and that wants to offer IPv6 services to some

   of its customers.  However, the ISP may not (yet) want to upgrade its

   network core to IPv6, nor use only IPv6-over-IPv4 tunneling.  With

   the 6PE approach described here, the provider only has to upgrade

   some Provider Edge (PE) routers to Dual Stack operations so that they

   behave as 6PE routers (and route reflectors if those are used for the

   exchange of IPv6 reachability among 6PE routers) while leaving the

   IPv4 MPLS core routers untouched.  These 6PE routers provide

   connectivity to IPv6 islands.  They may also provide other services

   simultaneously (IPv4 connectivity, IPv4 L3VPN services, L2VPN

   services, etc.).  Also with the 6PE approach, no tunnels need to be

   explicitly configured, and no IPv4 headers need to be inserted in

   front of the IPv6 packets between the customer and provider edge.

   The ISP obtains IPv6 connectivity to its peers and upstreams using

   means outside of the scope of this document, and its 6PE routers

   readvertise it over the IPv4 MPLS core with MP-BGP.

   The interface between the edge router of the IPv6 island (Customer

   Edge (CE) router) and the 6PE router is a native IPv6 interface which

   can be physical or logical.  A routing protocol (IGP or EGP) may run

   between the CE router and the 6PE router for the distribution of IPv6

   reachability information.  Alternatively, static routes and/or a

   default route may be used on the 6PE router and the CE router to

   control reachability.  An IPv6 island may connect to the provider

   network over more than one interface.

   The 6PE approach described in this document can be used for customers that already have an IPv4 service from the network provider and  additionally require an IPv6 service, as well as for customers that

   require only IPv6 connectivity.

   The scenario is also described in [RFC4029].

   Note that the 6PE approach specified in this document provides global

   IPv6 reachability.  Support of IPv6 VPNs is not within the scope of

   this document and is addressed in [RFC4659].

   Deployment of the 6PE approach over an existing IPv4 MPLS cloud does

   not require an introduction of new mechanisms in the core (other than

   potentially those described at the end of Section 3 for dealing with

   dynamic MTU discovery).  Configuration and operations of the 6PE

   approach have a lot of similarities with the configuration and

   operations of an IPv4 VPN service ([RFC4364]) or IPv6 VPN service

   ([RFC4659]) over an IPv4 MPLS core because they all use MP-BGP to

   distribute non-IPv4 reachability information for transport over an

   IPv4 MPLS Core.  However, the configuration and operations of the 6PE

   approach is somewhat simpler, since it does not involve all the VPN

   concepts such as Virtual Routing and Forwarding (VRFs) tables.

	RFC4659 
	6VPE
	 This document describes a method by which a Service Provider may useits packet-switched backbone to provide Virtual Private Network

   services for its IPv6 customers.

   This method reuses, and extends where necessary, the "BGP/MPLS IP

   VPN" method [BGP/MPLS-VPN] for support of IPv6.  In particular, this

   method uses the same "peer model" as [BGP/MPLS-VPN], in which the

   customers' edge routers ("CE routers") send their IPv6 routes to the

   Service Provider's edge routers ("PE routers").  BGP ("Border Gateway

   Protocol", [BGP, BGP-MP]) is then used by the Service Provider to

   exchange the routes of a particular IPv6 VPN among the PE routers

   that are attached to that IPv6 VPN.  Eventually, the PE routers

   distribute, to the CE routers in a particular VPN, the IPv6 routes

   from other CE routers in that VPN.  As with IPv4 VPNs, a key

   characteristic of this "peer model" is that the (IPv6) CE routers

   within an (IPv6) VPN do not peer with each other; there is no

   "overlay" visible to the (IPv6) VPN's routing algorithm.

   This document adopts the definitions, acronyms, and mechanisms

   described in [BGP/MPLS-VPN].  Unless it is stated otherwise, the

   mechanisms of [BGP/MPLS-VPN] apply and will not be re-described here.

   A VPN is said to be an IPv6 VPN when each site of this VPN is IPv6

   capable and is natively connected over an IPv6 interface or sub-

   interface to the Service Provider (SP) backbone via a Provider Edge

   device (PE).

   A site may be both IPv4 capable and IPv6 capable.  The logical

   interface on which packets arrive at the PE may determine the IP

   version.  Alternatively, the same logical interface may be used for

   both IPv4 and IPv6, in which case a per-packet lookup at the Version

   field of the IP packet header determines the IP version.

   This document only concerns itself with handling of IPv6

   communication between IPv6 hosts located on IPv6-capable sites.

   Handling of IPv4 communication between IPv4 hosts located on IPv4-

   capable sites is outside the scope of this document and is covered in

   [BGP/MPLS-VPN].  Communication between an IPv4 host located in an

   IPv4- capable site and an IPv6 host located in an IPv6-capable site

   is outside the scope of this document.

   In a similar manner to how IPv4 VPN routes are distributed in

   [BGP/MPLS-VPN], BGP and its extensions are used to distribute routes

   from an IPv6 VPN site to all the other PE routers connected to a site

   of the same IPv6 VPN.  PEs use "VPN Routing and Forwarding tables"

   (VRFs) to maintain the reachability information and forwarding

   information of each IPv6 VPN separately.

   As is done for IPv4 VPNs [BGP/MPLS-VPN], we allow each IPv6 VPN to

   have its own IPv6 address space, which means that a given address may

   denote different systems in different VPNs.  This is achieved via a

   new address family, the VPN-IPv6 Address Family, in a fashion similar

   to that of the VPN-IPv4 address family, defined in [BGP/MPLS-VPN],

   which prepends a Route Distinguisher to the IP address.

   In addition to its operation over MPLS Label Switched Paths (LSPs),

   the IPv4 BGP/MPLS VPN solution has been extended to allow operation

   over other tunneling techniques, including GRE tunnels, IP-in-IP

   tunnels [2547-GRE/IP], L2TPv3 tunnels [MPLS-in-L2TPv3], and IPsec

   protected tunnels [2547-IPsec].  In a similar manner, this document

   allows support of an IPv6 VPN service over MPLS LSPs, as well as over

   other tunneling techniques.

   This document allows support for an IPv6 VPN service over an IPv4

   backbone, as well as over an IPv6 backbone.  The IPv6 VPN service

   supported is identical in both cases.

   The IPv6 VPN solution defined in this document offers the following

   benefits:

· From both the Service Provider perspective and the customer         perspective, the VPN service that can be supported for IPv6         sites is identical to the one that can be supported for IPv4         sites.

· From the Service Provider perspective, operations of the IPv6         VPN service require the exact same skills, procedures, and         mechanisms as those for the IPv4 VPN service.

· Where both IPv4 VPNs and IPv6 VPN services are supported over an  IPv4 core, the same single set of MP-BGP peering relationships and the same single PE-PE tunnel mesh MAY be used for both.

· The IPv6 VPN service is independent of whether the core runs

       IPv4 or IPv6.  This is so that the IPv6 VPN service supported before and after a migration of the core from IPv4 to IPv6 is        undistinguishable to the VPN customer.

   Note that supporting IPv4 VPN services over an IPv6 core is not

   covered by this document.

The VPN-IPv6 Address Family
   The BGP Multiprotocol Extensions [BGP-MP] allow BGP to carry routes

   from multiple "address families".  We introduce the notion of the

   "VPN-IPv6 address family", which is similar to the VPN-IPv4 address

   family introduced in [BGP/MPLS-VPN].

   A VPN-IPv6 address is a 24-octet quantity, beginning with an 8-octet

   "Route Distinguisher" (RD) and ending with a 16-octet IPv6 address.

   The purpose of the RD is solely to allow one to create distinct

   routes to a common IPv6 address prefix, which is similar to the

   purpose of the RD defined in [BGP/MPLS-VPN].  In the same way as it

   is possible per [BGP/MPLS-VPN], the RD can be used to create multiple

   different routes to the very same system.  This can be achieved by

   creating two different VPN-IPv6 routes that have the same IPv6 part

   but different RDs.  This allows the provider's BGP to install

   multiple different routes to the same system and allows policy to be

   used to decide which packets use which route.

	RFC3315 
	DHCPv6
	  This document describes DHCP for IPv6 (DHCP), a client/server

   protocol that provides managed configuration of devices.

   DHCP can provide a device with addresses assigned by a DHCP server

   and other configuration information, which are carried in options.

   DHCP can be extended through the definition of new options to carry

   configuration information not specified in this document.

   DHCP is the "stateful address autoconfiguration protocol" and the

   "stateful autoconfiguration protocol" referred to in "IPv6 Stateless

   Address Autoconfiguration" [17].

   The operational models and relevant configuration information for

   DHCPv4 [18][19] and DHCPv6 are sufficiently different that

   integration between the two services is not included in this

   document.  If there is sufficient interest and demand, integration

   can be specified in a document that extends DHCPv6 to carry IPv4

   addresses and configuration information.

   The remainder of this introduction summarizes DHCP, explaining the

 message exchange mechanisms and example message flows.  The message flows in sections 1.2 and 1.3 are intended as illustrations of DHCP operation rather than an exhaustive list of all possible

   client-server interactions.  Sections 17, 18, and 19 explain client

   and server operation in detail.

 Protocols and Addressing

   Clients and servers exchange DHCP messages using UDP [15].  The

   client uses a link-local address or addresses determined through

   other mechanisms for transmitting and receiving DHCP messages.

   DHCP servers receive messages from clients using a reserved,

   link-scoped multicast address.  A DHCP client transmits most messages

   to this reserved multicast address, so that the client need not be

   configured with the address or addresses of DHCP servers.

   To allow a DHCP client to send a message to a DHCP server that is not

   attached to the same link, a DHCP relay agent on the client's link

   will relay messages between the client and server.  The operation of

   the relay agent is transparent to the client and the discussion of

   message exchanges in the remainder of this section will omit the

   description of message relaying by relay agents.

   Once the client has determined the address of a server, it may under

   some circumstances send messages directly to the server using

   unicast.

	RFC3633 
	DHCPv6 prefix delegation
	 This document describes new options for Dynamic Host Configuration

   Protocol (DHCP) that provide a mechanism for the delegation of IPv6

   prefixes [1].  Through these options, a delegating router can

   delegate prefixes to authorized requesting routers.

   The prefix delegation mechanism described in this document is

   intended for simple delegation of prefixes from a delegating router

   to requesting routers.  It is appropriate for situations in which the

   delegating router does not have knowledge about the topology of the

   networks to which the requesting router is attached, and the

   delegating router does not require other information aside from the

   identity of the requesting router to choose a prefix for delegation.

   For example, these options would be used by a service provider to

   assign a prefix to a Customer Premise Equipment (CPE) device acting

   as a router between the subscriber's internal network and the service

   provider's core network.

   Many applications expect stable addresses.  Even though this

   mechanism makes automatic renumbering easier, it is expected that

   prefixes have a long lifespan.  During renumbering it is expected

   that the old and the new prefix co-exist for some time.

   The design of this prefix delegation mechanism meets the requirements

   for prefix delegation in Requirements for IPv6 prefix delegation [6].

   Note that this use of DHCP is not bound to the assignment of IP

   addresses or other configuration information to hosts, and that no

   mechanism is currently available to communicate delegated prefixes to

   a DHCP server that serves such a function.  This may be an item of

   future work, should usage warrant.

 DHCPv6 specification dependency

   This document describes new DHCPv6 options for IPv6 prefix

   delegation.  This document should be read in conjunction with the

   DHCPv6 specification, RFC 3315 [2], for a complete specification of

   the Prefix Delegation options and mechanism.  Definitions for terms

   and acronyms not specifically defined in this document are defined in

   RFC 3315.

	RFC3646 
	DNS for IPv6
	 The DNS Recursive Name Server option provides a list of one or more

   IPv6 addresses of DNS recursive name servers to which a client's DNS

   resolver MAY send DNS queries [1].  The DNS servers are listed in the

   order of preference for use by the client resolver.

   The format of the DNS Recursive Name Server option is:

    0                   1                   2                   3

    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |      OPTION_DNS_SERVERS       |         option-len            |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |                                                               |

   |            DNS-recursive-name-server (IPv6 address)           |

   |                                                               |

   |                                                               |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |                                                               |

   |            DNS-recursive-name-server (IPv6 address)           |

   |                                                               |

   |                                                               |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   |                              ...                              |

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   option-code:               OPTION_DNS_SERVERS (23)

   option-len:                Length of the list of DNS recursive name

                              servers in octets; must be a multiple of

                              16

   DNS-recursive-name-server: IPv6 address of DNS recursive name server

4.  Domain Search List option

   The Domain Search List option specifies the domain search list the

   client is to use when resolving hostnames with DNS.  This option does

   not apply to other name resolution mechanisms.

   The format of the Domain Search List option is:

       0                   1                   2                   3

       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

      |      OPTION_DOMAIN_LIST       |         option-len            |

      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

      |                          searchlist                           |

      |                              ...                              |

      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

   option-code:  OPTION_DOMAIN_LIST (24)

   option-len:   Length of the 'searchlist' field in octets

   searchlist:   The specification of the list of domain names in the

                 Domain Search List

   The list of domain names in the 'searchlist' MUST be encoded as

   specified in section "Representation and use of domain names" of RFC

   3315.

5.  Appearance of these options

   The DNS Recursive Name Server option MUST NOT appear in any other

   than the following messages: Solicit, Advertise, Request, Renew,

   Rebind, Information-Request, and Reply.

   The Domain Search List option MUST NOT appear in any other than the

   following messages: Solicit, Advertise, Request, Renew, Rebind,

   Information-Request, and Reply.

6.  Security Considerations

   The DNS Recursive Name Server option may be used by an intruder DHCP

   server to cause DHCP clients to send DNS queries to an intruder DNS

   recursive name server.  The results of these misdirected DNS queries

   may be used to spoof DNS names.

   To avoid attacks through the DNS Recursive Name Server option, the

   DHCP client SHOULD require DHCP authentication (see section

   "Authentication of DHCP messages" in RFC 3315) before installing a

   list of DNS recursive name servers obtained through authenticated

   DHCP.

   The Domain Search List option may be used by an intruder DHCP server

   to cause DHCP clients to search through invalid domains for

   incompletely specified domain names.  The results of these

	RFC3736 
	stateless DHCPv6
	   This document assumes that a node using stateless DHCP configuration

   is not using DHCP for address assignment, and that a node has

   determined at least a link-local address as described in section 5.3

   of RFC 2461 [4].

   To obtain configuration parameters through stateless DHCP, a node

   uses the DHCP Information-request message.  DHCP servers respond to

   the node's message with a Reply message that carries configuration

   parameters for the node.  The Reply message from the server can carry

   configuration information, such as a list of DNS recursive name

   servers [3] and SIP servers [5].

   This document does not apply to the function of DHCP relay agents as

   described in RFC 3315.  A network element can provide both DHCP

   server and DHCP relay service.  For example, a network element can

   provide stateless DHCP service to hosts requesting stateless DHCP

   service, while relaying messages from hosts requesting address

   assignment through DHCP to another DHCP server.

4.  Basic Requirements for Implementation of DHCP

   Several sections of the DHCP specification provide background

   information or define parts of the specification that are common to

   all implementations:

   1-4:   give an introduction to DHCP and an overview of DHCP message

          flows

   5:     defines constants used throughout the protocol specification

   6, 7:  illustrate the format of DHCP messages

   8:     describes the representation of Domain Names

   9:     defines the "DHCP unique identifier" (DUID)

   13-16: describe DHCP message transmission, retransmission, and

          validation

   21:    describes authentication for DHCP

5.  Implementation of Stateless DHCP

   The client indicates that it is requesting configuration information

   by sending an Information-request message that includes an Option

   Request option specifying the options that it wishes to receive from

   the DHCP server.  For example, if the client is attempting to obtain

   a list of DNS recursive name servers, it identifies the DNS Recursive

   Name Server option in the Information-request message.  The server

   determines the appropriate configuration parameters for the client

   based on its configuration policies and responds with a Reply message

   containing the requested parameters.  In this example, the server

   would respond with DNS configuration parameters.

   As described in section 18.1.5 of RFC 3315, a node may include a

   Client Identifier option in the Information-request message to

   identify itself to a server, because the server administrator may

   want to customize the server's response to each node, based on the

   node's identity.

   RFC 3315 does not define any mechanisms through which the time at

   which a host uses an Information-request message to obtain updated

   configuration parameters can be controlled.  The DHC WG has

   undertaken the development of such a mechanism or mechanisms which will be published as Standards-track RFC(s).

   RFC 3315 also does not provide any guidance about when a host might

   use an Information-request message to obtain updated configuration

   parameters when the host has moved to a new link.  The DHC WG is

reviewing a related document, "Detection of Network Attachment (DNA)    in IPv4" [8], which describes how a host using IPv4 can determine  when to use DHCPv4.  Either the DHC WG or a WG formed from the DNA BOF will undertake development of a similar document for IPv6.

	RFC4191 
	default router preferences
	 Neighbor Discovery [RFC2461] specifies a conceptual model for hosts

   that includes a Default Router List and a Prefix List.  Hosts send

   Router Solicitation messages and receive Router Advertisement

   messages from routers.  Hosts populate their Default Router List and

   Prefix List based on information in the Router Advertisement

   messages.  A conceptual sending algorithm uses the Prefix List to

   determine if a destination address is on-link and uses the Default

   Router List to select a router for off-link destinations.

   In some network topologies where the host has multiple routers on its

   Default Router List, the choice of router for an off-link destination

   is important.  In some situations, one router may provide much better

   performance than another for a destination.  In other situations,

   choosing the wrong router may result in a failure to communicate.

   (Section 5 gives specific examples of these scenarios.)

   This document describes an optional extension to Neighbor Discovery

   Router Advertisement messages for communicating default router

   preferences and more-specific routes from routers to hosts.  This

   improves the ability of hosts to pick an appropriate router for an

   off-link destination.

   Note that since these procedures are applicable to hosts only, the

   forwarding algorithm used by the routers (including hosts with

   enabled IP forwarding) is not affected.

   Neighbor Discovery provides a Redirect message that routers can use

   to correct a host's choice of router.  A router can send a Redirect

   message to a host, telling it to use a different router for a

   specific destination.  However, the Redirect functionality is limited

   to a single link.  A router on one link cannot redirect a host to a

   router on another link.  Hence, Redirect messages do not help multi-

   homed (through multiple interfaces) hosts select an appropriate

   router.

   Multi-homed hosts are an increasingly important scenario, especially

   with IPv6.  In addition to a wired network connection, like Ethernet,

   hosts may have one or more wireless connections, like 802.11 or

   Bluetooth.  In addition to physical network connections, hosts may

   have virtual or tunnel network connections.  For example, in addition

   to a direct connection to the public Internet, a host may have a

   tunnel into a private corporate network.  Some IPv6 transition

   scenarios can add additional tunnels.  For example, hosts may have

   6to4 [RFC3056] or configured tunnel [RFC2893] network connections.

   This document requires that the preference values and specific routes

   advertised to hosts require explicit administrative configuration.

   They are not automatically derived from routing tables.  In

   particular, the preference values are not routing metrics and it is

   not recommended that routers "dump out" their entire routing tables

   to hosts.

   We use Router Advertisement messages, instead of some other protocol

   like RIP [RFC2080], because Router Advertisements are an existing

   standard, stable protocol for router-to-host communication.

   Piggybacking this information on existing message traffic from

   routers to hosts reduces network overhead.  Neighbor Discovery shares

   with Multicast Listener Discovery the property that they both define

   host-to-router interactions, while shielding the host from having to

   participate in more general router-to-router interactions.  In

   addition, RIP is unsuitable because it does not carry route lifetimes

   so it requires frequent message traffic with greater processing

   overheads.

   The mechanisms specified here are backwards-compatible, so that hosts that do not implement them continue to function as well as they did  previously.

	RFC4075 
	sNTP
	 The Simple Network Time Protocol servers option provides a list of

   one or more IPv6 addresses of SNTP [3] servers available to the

   client for synchronization.  The clients use these SNTP servers to

   synchronize their system time to that of the standard time servers.

   Clients MUST treat the list of SNTP servers as an ordered list.  The

   server MAY list the SNTP servers in decreasing order of preference.

  The option defined in this document can only be used to configure

   information about SNTP servers that can be reached using IPv6.  The

   DHCP option to configure information about IPv4 SNTP servers can be

   found in RFC 2132 [4].  Mechanisms for configuring IPv4/IPv6 dual-

   stack applications are being considered, but are not specified in

   this document.

   The format of the Simple Network Time Protocol servers option is as

   shown below:

       0                   1                   2                   3

       0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

      |      OPTION_SNTP_SERVERS       |        option-len            |

      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

      |                                                               |

      |                  SNTP server (IPv6 address)                   |

      |                                                               |

      |                                                               |

      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

      |                                                               |

      |                  SNTP server (IPv6 address)                   |

      |                                                               |

      |                                                               |

      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

      |                              ...                              |

      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

      option-code: OPTION_SNTP_SERVERS (31)

      option-len:  Length of the 'SNTP server' fields, in octets;

                   it must be a multiple of 16

      SNTP server: IPv6 address of SNTP server

5.  Appearance of This Option
   The SNTP servers option MUST NOT appear in messages other than the

   following: Solicit, Advertise, Request, Renew, Rebind, Information-

   Request, and Reply.  If this option appears in messages other than

   those specified above, the receiver SHOULD ignore it.

   The option number for this option MAY appear in the Option Request

   Option [1] in the following messages:  Solicit, Request, Renew,

   Rebind, Information-Request, and Reconfigure.  If this option number

   appears in the Option Request Option in messages other than those

   specified above, the receiver SHOULD ignore it.

	RFC3596 
	DNS IPv6
	   Current support for the storage of Internet addresses in the Domain

   Name System (DNS) [1,2] cannot easily be extended to support IPv6

   addresses [3] since applications assume that address queries return

   32-bit IPv4 addresses only.

   To support the storage of IPv6 addresses in the DNS, this document

   defines the following extensions:

      o A resource record type is defined to map a domain name to an

        IPv6 address.

      o A domain is defined to support lookups based on address.

      o Existing queries that perform additional section processing to

        locate IPv4 addresses are redefined to perform additional

        section processing on both IPv4 and IPv6 addresses.

   The changes are designed to be compatible with existing software.

   The existing support for IPv4 addresses is retained.  Transition

   issues related to the co-existence of both IPv4 and IPv6 addresses in

   the DNS are discussed in [4].

   The IP protocol version used for querying resource records is

   independent of the protocol version of the resource records; e.g.,

   IPv4 transport can be used to query IPv6 records and vice versa.

   This document combines RFC 1886 [5] and changes to RFC 1886 made by

   RFC 3152 [6], obsoleting both.  Changes mainly consist in replacing

   the IP6.INT domain by IP6.ARPA as defined in RFC 3152.

2. New resource record definition and domain

   A record type is defined to store a host's IPv6 address.  A host that

   has more than one IPv6 address must have more than one such record.

2.1 AAAA record type

   The AAAA resource record type is a record specific to the Internet

   class that stores a single IPv6 address.

   The IANA assigned value of the type is 28 (decimal).

2.2 AAAA data format

   A 128 bit IPv6 address is encoded in the data portion of an AAAA

   resource record in network byte order (high-order byte first).

2.3 AAAA query

   An AAAA query for a specified domain name in the Internet class

   returns all associated AAAA resource records in the answer section of

   a response.

   A type AAAA query does not trigger additional section processing.

2.4 Textual format of AAAA records

   The textual representation of the data portion of the AAAA resource

   record used in a master database file is the textual representation

   of an IPv6 address as defined in [3].

2.5 IP6.ARPA Domain

   A special domain is defined to look up a record given an IPv6

   address.  The intent of this domain is to provide a way of mapping an

   IPv6 address to a host name, although it may be used for other

   purposes as well.  The domain is rooted at IP6.ARPA.

   An IPv6 address is represented as a name in the IP6.ARPA domain by a

   sequence of nibbles separated by dots with the suffix ".IP6.ARPA".

   The sequence of nibbles is encoded in reverse order, i.e., the

   low-order nibble is encoded first, followed by the next low-order

   nibble and so on.  Each nibble is represented by a hexadecimal digit.

   For example, the reverse lookup domain name corresponding to the

   address

       4321:0:1:2:3:4:567:89ab

   would be

   b.a.9.8.7.6.5.0.4.0.0.0.3.0.0.0.2.0.0.0.1.0.0.0.0.0.0.0.1.2.3.4.IP6.

                                                                  ARPA.

3. Modifications to existing query types

   All existing query types that perform type A additional section

   processing, i.e., name server (NS), location of services (SRV) and

   mail exchange (MX) query types, must be redefined to perform both

   type A and type AAAA additional section processing.  These

   definitions mean that a name server must add any relevant IPv4

   addresses and any relevant IPv6 addresses available locally to the

   additional section of a response when processing any one of the above

   queries.

	RFC6434 
	IPv6 node requirements
	   This document defines common functionality required from both IPv6

   hosts and routers.  Many IPv6 nodes will implement optional or

   additional features, but this document collects and summarizes

   requirements from other published Standards Track documents in one

   place.

   This document tries to avoid discussion of protocol details and

   references RFCs for this purpose.  This document is intended to be an

   applicability statement and to provide guidance as to which IPv6

   specifications should be implemented in the general case and which

   specifications may be of interest to specific deployment scenarios.

   This document does not update any individual protocol document RFCs.

   Although this document points to different specifications, it should

   be noted that in many cases, the granularity of a particular

   requirement will be smaller than a single specification, as many

   specifications define multiple, independent pieces, some of which may

   not be mandatory.  In addition, most specifications define both

   client and server behavior in the same specification, while many

   implementations will be focused on only one of those roles.

   This document defines a minimal level of requirement needed for a

   device to provide useful internet service and considers a broad range

   of device types and deployment scenarios.  Because of the wide range

   of deployment scenarios, the minimal requirements specified in this

   document may not be sufficient for all deployment scenarios.  It is

   perfectly reasonable (and indeed expected) for other profiles to

   define additional or stricter requirements appropriate for specific

   usage and deployment environments.  For example, this document does

   not mandate that all clients support DHCP, but some deployment

   scenarios may deem it appropriate to make such a requirement.  For

   example, government agencies in the USA have defined profiles for

   specialized requirements for IPv6 in target environments (see [DODv6]

   and [USGv6]).

   As it is not always possible for an implementer to know the exact

   usage of IPv6 in a node, an overriding requirement for IPv6 nodes is

   that they should adhere to Jon Postel's Robustness Principle: "Be

   conservative in what you do, be liberal in what you accept from

   others" [RFC0793].

1.1.  Scope of This Document
   IPv6 covers many specifications.  It is intended that IPv6 will be

   deployed in many different situations and environments.  Therefore,

   it is important to develop requirements for IPv6 nodes to ensure

   interoperability.

   This document assumes that all IPv6 nodes meet the minimum

   requirements specified here.

1.2.  Description of IPv6 Nodes
   From the Internet Protocol, Version 6 (IPv6) Specification [RFC2460],

   we have the following definitions:

   IPv6 node   - a device that implements IPv6.

   IPv6 router - a node that forwards IPv6 packets not explicitly

                 addressed to itself.

   IPv6 host   - any node that is not a router.

4.  Sub-IP Layer
   An IPv6 node must include support for one or more IPv6 link-layer

   specifications.  Which link-layer specifications an implementation

   should include will depend upon what link-layers are supported by the

   hardware available on the system.  It is possible for a conformant

   IPv6 node to support IPv6 on some of its interfaces and not on

   others.

   As IPv6 is run over new layer 2 technologies, it is expected that new

   specifications will be issued.  In the following, we list some of the

   layer 2 technologies for which an IPv6 specification has been

   developed.  It is provided for informational purposes only and may

   not be complete.

   -  Transmission of IPv6 Packets over Ethernet Networks [RFC2464]

   -  IPv6 over ATM Networks [RFC2492]

   -  Transmission of IPv6 Packets over Frame Relay Networks

      Specification [RFC2590]

   -  Transmission of IPv6 Packets over IEEE 1394 Networks [RFC3146]

   -  Transmission of IPv6, IPv4, and Address Resolution Protocol (ARP)

      Packets over Fibre Channel [RFC4338]

   -  Transmission of IPv6 Packets over IEEE 802.15.4 Networks [RFC4944]

   -  Transmission of IPv6 via the IPv6 Convergence Sublayer over IEEE

      802.16 Networks [RFC5121]

   -  IP version 6 over PPP [RFC5072]

   In addition to traditional physical link-layers, it is also possible

   to tunnel IPv6 over other protocols.  Examples include:

   -  Teredo: Tunneling IPv6 over UDP through Network Address

      Translations (NATs) [RFC4380]

   -  Section 3 of "Basic Transition Mechanisms for IPv6 Hosts and

      Routers" [RFC4213]

5.  IP Layer
5.1.  Internet Protocol Version 6 - RFC 2460
   The Internet Protocol Version 6 is specified in [RFC2460].  This

   specification MUST be supported.

   Any unrecognized extension headers or options MUST be processed as

   described in RFC 2460.

   The node MUST follow the packet transmission rules in RFC 2460.

   Nodes MUST always be able to send, receive, and process fragment

   headers.  All conformant IPv6 implementations MUST be capable of

   sending and receiving IPv6 packets; the forwarding functionality MAY

   be supported.  Overlapping fragments MUST be handled as described in

   [RFC5722].

   RFC 2460 specifies extension headers and the processing for these

   headers.

   An IPv6 node MUST be able to process these headers.  An exception is

   Routing Header type 0 (RH0), which was deprecated by [RFC5095] due to

   security concerns and which MUST be treated as an unrecognized

   routing type.

   All nodes SHOULD support the setting and use of the IPv6 Flow Label

   field as defined in the IPv6 Flow Label specification [RFC6437].

   Forwarding nodes such as routers and load distributors MUST NOT

   depend only on Flow Label values being uniformly distributed.  It is

   RECOMMENDED that source hosts support the flow label by setting the

   Flow Label field for all packets of a given flow to the same value

   chosen from an approximation to a discrete uniform distribution.

5.2.  Neighbor Discovery for IPv6 - RFC 4861
   Neighbor Discovery is defined in [RFC4861]; the definition was

   updated by [RFC5942].  Neighbor Discovery SHOULD be supported.  RFC
   4861 states:

      Unless specified otherwise (in a document that covers operating IP

      over a particular link type) this document applies to all link

      types.  However, because ND uses link-layer multicast for some of

      its services, it is possible that on some link types (e.g., Non-

      Broadcast Multi-Access (NBMA) links), alternative protocols or

      mechanisms to implement those services will be specified (in the

      appropriate document covering the operation of IP over a

      particular link type).  The services described in this document

      that are not directly dependent on multicast, such as Redirects,

      next-hop determination, Neighbor Unreachability Detection, etc.,

      are expected to be provided as specified in this document.  The

      details of how one uses ND on NBMA links are addressed in

      [RFC2491].

   Some detailed analysis of Neighbor Discovery follows:

   Router Discovery is how hosts locate routers that reside on an

   attached link.  Hosts MUST support Router Discovery functionality.

   Prefix Discovery is how hosts discover the set of address prefixes

   that define which destinations are on-link for an attached link.

   Hosts MUST support Prefix Discovery.

   Hosts MUST also implement Neighbor Unreachability Detection (NUD) for

   all paths between hosts and neighboring nodes.  NUD is not required

   for paths between routers.  However, all nodes MUST respond to

   unicast Neighbor Solicitation (NS) messages.

   Hosts MUST support the sending of Router Solicitations and the

   receiving of Router Advertisements.  The ability to understand

   individual Router Advertisement options is dependent on supporting

   the functionality making use of the particular option.

   All nodes MUST support the sending and receiving of Neighbor

   Solicitation (NS) and Neighbor Advertisement (NA) messages.  NS and

   NA messages are required for Duplicate Address Detection (DAD).

   Hosts SHOULD support the processing of Redirect functionality.

   Routers MUST support the sending of Redirects, though not necessarily

   for every individual packet (e.g., due to rate limiting).  Redirects

   are only useful on networks supporting hosts.  In core networks

   dominated by routers, Redirects are typically disabled.  The sending of Redirects SHOULD be disabled by default on backbone routers.  They

   MAY be enabled by default on routers intended to support hosts on

   edge networks.

   "IPv6 Host-to-Router Load Sharing" [RFC4311] includes additional

   recommendations on how to select from a set of available routers.

   [RFC4311] SHOULD be supported.

5.3.  Default Router Preferences and More-Specific Routes - RFC 4191
   "Default Router Preferences and More-Specific Routes" [RFC4191]

   provides support for nodes attached to multiple (different) networks,

   each providing routers that advertise themselves as default routers

   via Router Advertisements.  In some scenarios, one router may provide

   connectivity to destinations the other router does not, and choosing

   the "wrong" default router can result in reachability failures.  In

   such cases, RFC 4191 can help.

   Small Office/Home Office (SOHO) deployments supported by routers

   adhering to [RFC6204] use RFC 4191 to advertise routes to certain

   local destinations.  Consequently, nodes that will be deployed in

   SOHO environments SHOULD implement RFC 4191.

5.4.  SEcure Neighbor Discovery (SEND) - RFC 3971
   SEND [RFC3971] and Cryptographically Generated Address (CGA)

   [RFC3972] provide a way to secure the message exchanges of Neighbor

   Discovery.  SEND is a new technology in that it has no IPv4

   counterpart, but it has significant potential to address certain

   classes of spoofing attacks.  While there have been some

   implementations of SEND, there has been only limited deployment

   experience to date in using the technology.  In addition, the IETF

   working group Cga & Send maIntenance (csi) is currently working on

   additional extensions intended to make SEND more attractive for

   deployment.

   At this time, SEND is considered optional, and IPv6 nodes MAY provide

   SEND functionality.

5.5.  IPv6 Router Advertisement Flags Option - RFC 5175
   Router Advertisements include an 8-bit field of single-bit Router

   Advertisement flags.  The Router Advertisement Flags Option extends

   the number of available flag bits by 48 bits.  At the time of this

   writing, 6 of the original 8 single-bit flags have been assigned,

   while 2 remain available for future assignment.  No flags have been

   defined that make use of the new option, and thus, strictly speaking,

   there is no requirement to implement the option today.  However,

   implementations that are able to pass unrecognized options to a

   higher-level entity that may be able to understand them (e.g., a

   user-level process using a "raw socket" facility) MAY take steps to

   handle the option in anticipation of a future usage.

5.6.  Path MTU Discovery and Packet Size
5.6.1.  Path MTU Discovery - RFC 1981
   "Path MTU Discovery for IP version 6" [RFC1981] SHOULD be supported.

   From [RFC2460]:

      It is strongly recommended that IPv6 nodes implement Path MTU

      Discovery [RFC1981], in order to discover and take advantage of

      path MTUs greater than 1280 octets.  However, a minimal IPv6

      implementation (e.g., in a boot ROM) may simply restrict itself to

      sending packets no larger than 1280 octets, and omit

      implementation of Path MTU Discovery.

   The rules in [RFC2460] and [RFC5722] MUST be followed for packet

   fragmentation and reassembly.

   One operational issue with Path MTU Discovery occurs when firewalls

   block ICMP Packet Too Big messages.  Path MTU Discovery relies on

   such messages to determine what size messages can be successfully

   sent.  "Packetization Layer Path MTU Discovery" [RFC4821] avoids

   having a dependency on Packet Too Big messages.

5.7.  IPv6 Jumbograms - RFC 2675
   IPv6 Jumbograms [RFC2675] are an optional extension that allow the

   sending of IP datagrams larger than 65.535 bytes.  IPv6 Jumbograms

   make use of IPv6 hop-by-hop options and are only suitable on paths in

   which every hop and link are capable of supporting Jumbograms (e.g.,

   within a campus or datacenter).  To date, few implementations exist,

   and there is essentially no reported experience from usage.

   Consequently, IPv6 Jumbograms [RFC2675] remain optional at this time.

5.8.  ICMP for the Internet Protocol Version 6 (IPv6) - RFC 4443
   ICMPv6 [RFC4443] MUST be supported.  "Extended ICMP to Support Multi-

   Part Messages" [RFC4884] MAY be supported.

5.9.  Addressing
5.9.1.  IP Version 6 Addressing Architecture - RFC 4291
   The IPv6 Addressing Architecture [RFC4291] MUST be supported.

5.9.2.  IPv6 Stateless Address Autoconfiguration - RFC 4862
   Hosts MUST support IPv6 Stateless Address Autoconfiguration as

   defined in [RFC4862].  Configuration of static address(es) may be

   supported as well.

   Nodes that are routers MUST be able to generate link-local addresses

   as described in [RFC4862].

   From RFC 4862:

      The autoconfiguration process specified in this document applies

      only to hosts and not routers.  Since host autoconfiguration uses

      information advertised by routers, routers will need to be

      configured by some other means.  However, it is expected that

      routers will generate link-local addresses using the mechanism

      described in this document.  In addition, routers are expected to

      successfully pass the Duplicate Address Detection procedure

      described in this document on all addresses prior to assigning

      them to an interface.

   All nodes MUST implement Duplicate Address Detection.  Quoting from

   Section 5.4 of RFC 4862:

      Duplicate Address Detection MUST be performed on all unicast

      addresses prior to assigning them to an interface, regardless of

      whether they are obtained through stateless autoconfiguration,

      DHCPv6, or manual configuration, with the following [exceptions

      noted therein].

   "Optimistic Duplicate Address Detection (DAD) for IPv6" [RFC4429]

   specifies a mechanism to reduce delays associated with generating

   addresses via Stateless Address Autoconfiguration [RFC4862].  RFC
   4429 was developed in conjunction with Mobile IPv6 in order to reduce

   the time needed to acquire and configure addresses as devices quickly

   move from one network to another, and it is desirable to minimize

   transition delays.  For general purpose devices, RFC 4429 remains

   optional at this time.

5.9.3.  Privacy Extensions for Address Configuration in IPv6 - RFC 4941
   Privacy Extensions for Stateless Address Autoconfiguration [RFC4941]

   addresses a specific problem involving a client device whose user is

   concerned about its activity or location being tracked.  The problem

   arises both for a static client and for one that regularly changes

   its point of attachment to the Internet.  When using Stateless

   Address Autoconfiguration [RFC4862], the Interface Identifier portion

   of formed addresses stays constant and is globally unique.  Thus,

   although a node's global IPv6 address will change if it changes its

   point of attachment, the Interface Identifier portion of those

   addresses remains the same, making it possible for servers to track

   the location of an individual device as it moves around or its

   pattern of activity if it remains in one place.  This may raise

   privacy concerns as described in [RFC4862].

   In such situations, RFC 4941 SHOULD be implemented.  In other cases,

   such as with dedicated servers in a data center, RFC 4941 provides

   limited or no benefit.

   Implementers of RFC 4941 should be aware that certain addresses are

   reserved and should not be chosen for use as temporary addresses.

   Consult "Reserved IPv6 Interface Identifiers" [RFC5453] for more

   details.

5.9.4.  Default Address Selection for IPv6 - RFC 3484
   The rules specified in the Default Address Selection for IPv6

   [RFC3484] document MUST be implemented.  IPv6 nodes will need to deal

   with multiple addresses configured simultaneously.

5.9.5.  Stateful Address Autoconfiguration (DHCPv6) - RFC 3315
   DHCPv6 [RFC3315] can be used to obtain and configure addresses.  In

   general, a network may provide for the configuration of addresses

   through Router Advertisements, DHCPv6, or both.  There will be a wide

   range of IPv6 deployment models and differences in address assignment

   requirements, some of which may require DHCPv6 for address

   assignment.  Consequently, all hosts SHOULD implement address

   configuration via DHCPv6.

   In the absence of a router, IPv6 nodes using DHCP for address

   assignment MAY initiate DHCP to obtain IPv6 addresses and other

   configuration information, as described in Section 5.5.2 of

   [RFC4862]
.

5.10.  Multicast Listener Discovery (MLD) for IPv6
   Nodes that need to join multicast groups MUST support MLDv1

   [RFC2710].  MLDv1 is needed by any node that is expected to receive

   and process multicast traffic.  Note that Neighbor Discovery (as used

   on most link types -- see Section 5.2) depends on multicast and

   requires that nodes join Solicited Node multicast addresses.

   MLDv2 [RFC3810] extends the functionality of MLDv1 by supporting

   Source-Specific Multicast.  The original MLDv2 protocol [RFC3810]

   supporting Source-Specific Multicast [RFC4607] supports two types of

   "filter modes".  Using an INCLUDE filter, a node indicates a

   multicast group along with a list of senders for the group from which

   it wishes to receive traffic.  Using an EXCLUDE filter, a node

   indicates a multicast group along with a list of senders from which

   it wishes to exclude receiving traffic.  In practice, operations to

   block source(s) using EXCLUDE mode are rarely used but add

   considerable implementation complexity to MLDv2.  Lightweight MLDv2

   [RFC5790] is a simplified subset of the original MLDv2 specification

   that omits EXCLUDE filter mode to specify undesired source(s).

   Nodes SHOULD implement either MLDv2 [RFC3810] or Lightweight MLDv2

   [RFC5790].  Specifically, nodes supporting applications using Source-

   Specific Multicast that expect to take advantage of MLDv2's EXCLUDE

   functionality [RFC3810] MUST support MLDv2 as defined in [RFC3810],

   [RFC4604], and [RFC4607].  Nodes supporting applications that expect

   to only take advantage of MLDv2's INCLUDE functionality as well as

   Any-Source Multicast will find it sufficient to support MLDv2 as

   defined in [RFC5790].

   If a node only supports applications that use Any-Source Multicast

   (i.e, they do not use Source-Specific Multicast), implementing MLDv1

   [RFC2710] is sufficient.  In all cases, however, nodes are strongly

   encouraged to implement MLDv2 or Lightweight MLDv2 rather than MLDv1,

   as the presence of a single MLDv1 participant on a link requires that

   all other nodes on the link operate in version 1 compatibility mode.

   When MLDv1 is used, the rules in the Source Address Selection for the

   Multicast Listener Discovery (MLD) Protocol [RFC3590] MUST be

   followed.

6.  DHCP versus Router Advertisement Options for Host Configuration
   In IPv6, there are two main protocol mechanisms for propagating

   configuration information to hosts: Router Advertisements (RAs) and

   DHCP.  Historically, RA options have been restricted to those deemed

   essential for basic network functioning and for which all nodes are

   configured with exactly the same information.  Examples include the

Prefix Information Options, the MTU option, etc.  On the other hand,

   DHCP has generally been preferred for configuration of more general

   parameters and for parameters that may be client-specific.  That

   said, identifying the exact line on whether a particular option

   should be configured via DHCP versus an RA option has not always been

   easy.  Generally speaking, however, there has been a desire to define

   only one mechanism for configuring a given option, rather than

   defining multiple (different) ways of configuring the same

   information.

   One issue with having multiple ways of configuring the same

   information is that interoperability suffers if a host chooses one

   mechanism but the network operator chooses a different mechanism.

   For "closed" environments, where the network operator has significant

   influence over what devices connect to the network and thus what

   configuration mechanisms they support, the operator may be able to

   ensure that a particular mechanism is supported by all connected

   hosts.  In more open environments, however, where arbitrary devices

   may connect (e.g., a WIFI hotspot), problems can arise.  To maximize

   interoperability in such environments, hosts would need to implement

   multiple configuration mechanisms to ensure interoperability.

   Originally, in IPv6, configuring information about DNS servers was

   performed exclusively via DHCP.  In 2007, an RA option was defined

   but was published as Experimental [RFC5006].  In 2010, "IPv6 Router

   Advertisement Options for DNS Configuration" [RFC6106] was published

   as a Standards Track document.  Consequently, DNS configuration

   information can now be learned either through DHCP or through RAs.

   Hosts will need to decide which mechanism (or whether both) should be

   implemented.  Specific guidance regarding DNS server discovery is

   discussed in Section 7.

7.  DNS and DHCP
7.1.  DNS
   DNS is described in [RFC1034], [RFC1035], [RFC3363], and [RFC3596].

   Not all nodes will need to resolve names; those that will never need

   to resolve DNS names do not need to implement resolver functionality.

   However, the ability to resolve names is a basic infrastructure

   capability on which applications rely, and most nodes will need to

   provide support.  All nodes SHOULD implement stub-resolver [RFC1034]

   functionality, as in [RFC1034], Section 5.3.1, with support for:

   -  AAAA type Resource Records [RFC3596];

   -  reverse addressing in ip6.arpa using PTR records [RFC3596];

-  Extension Mechanisms for DNS (EDNS0) [RFC2671] to allow for DNS

      packet sizes larger than 512 octets.

   Those nodes are RECOMMENDED to support DNS security extensions

   [RFC4033] [RFC4034] [RFC4035].

   Those nodes are NOT RECOMMENDED to support the experimental A6

   Resource Records [RFC3363].

7.2.  Dynamic Host Configuration Protocol for IPv6 (DHCPv6) - RFC 3315
7.2.1.  Other Configuration Information
   IPv6 nodes use DHCP [RFC3315] to obtain address configuration

   information (see Section 5.9.5) and to obtain additional (non-

   address) configuration.  If a host implementation supports

   applications or other protocols that require configuration that is

   only available via DHCP, hosts SHOULD implement DHCP.  For

   specialized devices on which no such configuration need is present,

   DHCP may not be necessary.

   An IPv6 node can use the subset of DHCP (described in [RFC3736]) to

   obtain other configuration information.

7.2.2.  Use of Router Advertisements in Managed Environments
   Nodes using the Dynamic Host Configuration Protocol for IPv6 (DHCPv6)

   are expected to determine their default router information and on-

   link prefix information from received Router Advertisements.

7.3.  IPv6 Router Advertisement Options for DNS Configuration - RFC 6106
   Router Advertisements have historically limited options to those that

   are critical to basic IPv6 functioning.  Originally, DNS

   configuration was not included as an RA option, and DHCP was the

   recommended way to obtain DNS configuration information.  Over time,

   the thinking surrounding such an option has evolved.  It is now

   generally recognized that few nodes can function adequately without

   having access to a working DNS resolver.  [RFC5006] was published as

   an Experimental document in 2007, and recently, a revised version was

   placed on the Standards Track [RFC6106].

   Implementations SHOULD implement the DNS RA option [RFC6106].

8.  IPv4 Support and Transition
   IPv6 nodes MAY support IPv4.

8.1.  Transition Mechanisms
8.1.1.  Basic Transition Mechanisms for IPv6 Hosts and Routers - RFC
        4213
   If an IPv6 node implements dual stack and tunneling, then [RFC4213]

   MUST be supported.

9.  Application Support
9.1.  Textual Representation of IPv6 Addresses - RFC 5952
   Software that allows users and operators to input IPv6 addresses in

   text form SHOULD support "A Recommendation for IPv6 Address Text

   Representation" [RFC5952].

9.2.  Application Programming Interfaces (APIs)
   There are a number of IPv6-related APIs.  This document does not

   mandate the use of any, because the choice of API does not directly

   relate to on-the-wire behavior of protocols.  Implementers, however,

   would be advised to consider providing a common API or reviewing

   existing APIs for the type of functionality they provide to

   applications.

   "Basic Socket Interface Extensions for IPv6" [RFC3493] provides IPv6

   functionality used by typical applications.  Implementers should note

   that RFC3493 has been picked up and further standardized by the

   Portable Operating System Interface (POSIX) [POSIX].

   "Advanced Sockets Application Program Interface (API) for IPv6"

   [RFC3542] provides access to advanced IPv6 features needed by

   diagnostic and other more specialized applications.

   "IPv6 Socket API for Source Address Selection" [RFC5014] provides

   facilities that allow an application to override the default Source

   Address Selection rules of [RFC3484].

   "Socket Interface Extensions for Multicast Source Filters" [RFC3678]

   provides support for expressing source filters on multicast group

   memberships.

   "Extension to Sockets API for Mobile IPv6" [RFC4584] provides

   application support for accessing and enabling Mobile IPv6 [RFC6275]

   features.

10.  Mobility
   Mobile IPv6 [RFC6275] and associated specifications [RFC3776]

   [RFC4877] allow a node to change its point of attachment within the

   Internet, while maintaining (and using) a permanent address.  All

   communication using the permanent address continues to proceed as

   expected even as the node moves around.  The definition of Mobile IP

   includes requirements for the following types of nodes:

      - mobile nodes

      - correspondent nodes with support for route optimization

      - home agents

      - all IPv6 routers

   At the present time, Mobile IP has seen only limited implementation

   and no significant deployment, partly because it originally assumed

   an IPv6-only environment rather than a mixed IPv4/IPv6 Internet.

   Recently, additional work has been done to support mobility in mixed-

   mode IPv4 and IPv6 networks [RFC5555].

   More usage and deployment experience is needed with mobility before

   any specific approach can be recommended for broad implementation in

   all hosts and routers.  Consequently, [RFC6275], [RFC5555], and

   associated standards such as [RFC4877] are considered a MAY at this

   time.

11.  Security
   This section describes the specification for security for IPv6 nodes.

   Achieving security in practice is a complex undertaking.  Operational

   procedures, protocols, key distribution mechanisms, certificate

   management approaches, etc., are all components that impact the level

   of security actually achieved in practice.  More importantly,

   deficiencies or a poor fit in any one individual component can

   significantly reduce the overall effectiveness of a particular

   security approach.

   IPsec provides channel security at the Internet layer, making it

   possible to provide secure communication for all (or a subset of)

   communication flows at the IP layer between pairs of internet nodes.

   IPsec provides sufficient flexibility and granularity that individual

   TCP connections can (selectively) be protected, etc.

   Although IPsec can be used with manual keying in some cases, such

   usage has limited applicability and is not recommended.

   A range of security technologies and approaches proliferate today

   (e.g., IPsec, Transport Layer Security (TLS), Secure SHell (SSH),

   etc.)  No one approach has emerged as an ideal technology for all

   needs and environments.  Moreover, IPsec is not viewed as the ideal

   security technology in all cases and is unlikely to displace the

   others.

   Previously, IPv6 mandated implementation of IPsec and recommended the

   key management approach of IKE.  This document updates that

   recommendation by making support of the IPsec Architecture [RFC4301]

   a SHOULD for all IPv6 nodes.  Note that the IPsec Architecture

   requires (e.g., Section 4.5 of RFC 4301) the implementation of both

   manual and automatic key management.  Currently, the default

   automated key management protocol to implement is IKEv2 [RFC5996].

   This document recognizes that there exists a range of device types

   and environments where approaches to security other than IPsec can be

   justified.  For example, special-purpose devices may support only a

   very limited number or type of applications, and an application-

   specific security approach may be sufficient for limited management

   or configuration capabilities.  Alternatively, some devices may run

   on extremely constrained hardware (e.g., sensors) where the full

   IPsec Architecture is not justified.

	RFC2464 
	IPv6 over Ethernet
	   This document specifies the frame format for transmission of IPv6

   packets and the method of forming IPv6 link-local addresses and

   statelessly autoconfigured addresses on Ethernet networks.  It also

   specifies the content of the Source/Target Link-layer Address option

   used in Router Solicitation, Router Advertisement, Neighbor

   Solicitation, Neighbor Advertisement and Redirect messages when those

   messages are transmitted on an Ethernet.

   This document replaces RFC 1972, "A Method for the Transmission of

   IPv6 Packets over Ethernet Networks", which will become historic.

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",

   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this

   document are to be interpreted as described in [RFC 2119].

2.  Maximum Transmission Unit
   The default MTU size for IPv6 [IPV6] packets on an Ethernet is 1500

   octets.  This size may be reduced by a Router Advertisement [DISC]

   containing an MTU option which specifies a smaller MTU, or by manual

   configuration of each node.  If a Router Advertisement received on an

   Ethernet interface has an MTU option specifying an MTU larger than

   1500, or larger than a manually configured value, that MTU option may

   be logged to system management but must be otherwise ignored.

   For purposes of this document, information received from DHCP is

   considered "manually configured" and the term Ethernet includes

   CSMA/CD and full-duplex subnetworks based on ISO/IEC 8802-3, with

   various data rates.

3.  Frame Format
   IPv6 packets are transmitted in standard Ethernet frames.  The

   Ethernet header contains the Destination and Source Ethernet

   addresses and the Ethernet type code, which must contain the value

   86DD hexadecimal.  The data field contains the IPv6 header followed

   immediately by the payload, and possibly padding octets to meet the

   minimum frame size for the Ethernet link.

                     0                   1

                     0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5

                    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                    |          Destination          |

                    +-                             -+

                    |            Ethernet           |

                    +-                             -+

                    |            Address            |

                    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                    |             Source            |

                    +-                             -+

                    |            Ethernet           |

                    +-                             -+

                    |            Address            |

                    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                    |1 0 0 0 0 1 1 0 1 1 0 1 1 1 0 1|

                    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                    |             IPv6              |

                    +-                             -+

                    |            header             |

                    +-                             -+

                    |             and               |

                    +-                             -+

                    /            payload ...        /

                    +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

                    (Each tic mark represents one bit.)

4.  Stateless Autoconfiguration
   The Interface Identifier [AARCH] for an Ethernet interface is based

   on the EUI-64 identifier [EUI64] derived from the interface's built-

   in 48-bit IEEE 802 address.  The EUI-64 is formed as follows.

   (Canonical bit order is assumed throughout.)

   The OUI of the Ethernet address (the first three octets) becomes the

   company_id of the EUI-64 (the first three octets).  The fourth and

   fifth octets of the EUI are set to the fixed value FFFE hexadecimal.

   The last three octets of the Ethernet address become the last three

   octets of the EUI-64.

   The Interface Identifier is then formed from the EUI-64 by

   complementing the "Universal/Local" (U/L) bit, which is the next-to-

   lowest order bit of the first octet of the EUI-64.  Complementing

   this bit will generally change a 0 value to a 1, since an interface's

   built-in address is expected to be from a universally administered

   address space and hence have a globally unique value.  A universally

   administered IEEE 802 address or an EUI-64 is signified by a 0 in the

   U/L bit position, while a globally unique IPv6 Interface Identifier

   is signified by a 1 in the corresponding position.  For further

   discussion on this point, see [AARCH].

   For example, the Interface Identifier for an Ethernet interface whose

   built-in address is, in hexadecimal,

                             34-56-78-9A-BC-DE

   would be

                         36-56-78-FF-FE-9A-BC-DE.

   A different MAC address set manually or by software should not be

   used to derive the Interface Identifier.  If such a MAC address must

   be used, its global uniqueness property should be reflected in the

   value of the U/L bit.

   An IPv6 address prefix used for stateless autoconfiguration [ACONF]

   of an Ethernet interface must have a length of 64 bits.

5.  Link-Local Addresses
   The IPv6 link-local address [AARCH] for an Ethernet interface is

   formed by appending the Interface Identifier, as defined above, to

   the prefix FE80::/64.

       10 bits            54 bits                  64 bits

     +----------+-----------------------+----------------------------+

     |1111111010|         (zeros)       |    Interface Identifier    |

     +----------+-----------------------+----------------------------+

6.  Address Mapping -- Unicast
   The procedure for mapping IPv6 unicast addresses into Ethernet link-

   layer addresses is described in [DISC].  The Source/Target Link-layer

   Address option has the following form when the link layer is

   Ethernet.



	RFC2827
	Network ingress filtering
	   A resurgence of Denial of Service Attacks [1] aimed at various

   targets in the Internet have produced new challenges within the

   Internet Service Provider (ISP) and network security communities to

   find new and innovative methods to mitigate these types of attacks.

   The difficulties in reaching this goal are numerous; some simple

   tools already exist to limit the effectiveness and scope of these

   attacks, but they have not been widely implemented.

   This method of attack has been known for some time. Defending against

   it, however, has been an ongoing concern. Bill Cheswick is quoted in

   [2] as saying that he pulled a chapter from his book, "Firewalls and

   Internet Security" [3], at the last minute because there was no way

   for an administrator of the system under attack to effectively defend

   the system. By mentioning the method, he was concerned about

   encouraging it's use.

   While the filtering method discussed in this document does

   absolutely nothing to protect against flooding attacks which

   originate from valid prefixes (IP addresses), it will prohibit an

   attacker within the originating network from launching an attack of

   this nature using forged source addresses that do not conform to

   ingress filtering rules. All providers of Internet connectivity are

   urged to implement filtering described in this document to prohibit

   attackers from  using forged source addresses which do not reside

   within a range of legitimately advertised prefixes.  In other words,

   if an ISP is aggregating routing announcements for multiple

   downstream networks, strict traffic filtering should be used to

   prohibit traffic which claims to have originated from outside of

   these aggregated announcements.

   An additional benefit of implementing this type of filtering is that

   it enables the originator to be easily traced to it's true source,

   since the attacker would have to use a valid, and legitimately

   reachable, source address.

2. Background

   A simplified diagram of the TCP SYN flooding problem is depicted

   below:

                                                    204.69.207.0/24

    host <----- router <--- Internet <----- router <-- attacker

             TCP/SYN

         <---------------------------------------------

               Source: 192.168.0.4/32

    SYN/ACK

    no route

             TCP/SYN

         <---------------------------------------------

               Source: 10.0.0.13/32

    SYN/ACK

    no route

             TCP/SYN

         <---------------------------------------------

               Source: 172.16.0.2/32

    SYN/ACK

    no route

    [etc.]

    Assume:

    o The "host" is the targeted machine.

    o The attacker resides within the "valid" prefix, 204.69.207.0/24.

    o The attacker launches the attack using randomly changing source

      addresses; in this example, the source addresses are depicted as

      from within [4], which are not generally present in the global

      Internet routing tables, and therefore, unreachable. However, any

      unreachable prefix could be used to perpetrate this attack

      method.

   Also worthy of mention is a case wherein the source address is forged

   to appear to have originated from within another legitimate network

   which appears in the global routing table(s). For example, an

   attacker using a valid network address could wreak havoc by  making

   the attack appear to come from an organization which did not, in

   fact, originate the attack and was completely innocent. In such

   cases, the administrator of a system under attack may be inclined to

   filter all traffic coming from the apparent attack source. Adding

   such a filter would then result in a denial of service to

   legitimate, non-hostile end-systems. In this case, the administrator

   of the system under attack unwittingly becomes an accomplice of the

   attacker.

   Further complicating matters, TCP SYN flood attacks will result in

   SYN-ACK packets being sent to one or many hosts which have no

   involvement in the attack, but which become secondary victims. This

   allows the attacker to abuse two or more systems at once.

   Similar attacks have been attempted using UDP and ICMP flooding.

   The former attack (UDP flooding) uses forged packets to try and

   connect the chargen UDP service to the echo UDP service at another

   site.  Systems administrators should NEVER allow UDP packets destined

   for system diagnostic ports from outside of their administrative

   domain to reach their systems. The latter attack (ICMP flooding),

   uses an insidious feature in IP subnet broadcast replication

   mechanics. This attack relies on a router serving a large multi-

   access broadcast network to frame an IP broadcast address (such as

   one destined for 10.255.255.255) into a Layer 2 broadcast frame (for

   ethernet, FF:FF:FF:FF:FF:FF). Ethernet NIC hardware (MAC-layer

   hardware, specifically) will only listen to a select number of

   addresses in normal operation.  The one MAC address that all devices

   share in common in normal operation is the media broadcast, or

   FF:FF:FF:FF:FF:FF.  In this case, a device will take the packet and

   send an interrupt for processing. Thus, a flood of these broadcast

   frames will consume all available resources on an end-system [9]. It

   is perhaps prudent that system administrators should consider

   ensuring that their border routers do not allow directed broadcast

   packets to be forwarded through their routers as a default.

   When an TCP SYN attack is launched using unreachable source address,

   the target host attempts to reserve resources waiting for a

   response.  The attacker repeatedly changes the bogus source address

   on each new packet sent, thus exhausting additional host resources.

   Alternatively, if the attacker uses someone else's valid host

   address as the source address, the system under attack will send a

   large number of SYN/ACK packets to what it believes is the originator

   of the connection establishment sequence. In this fashion, the

   attacker does damage to two systems: the destination target system,

   as well  as the system which is actually using the spoofed address in

   the global routing system.

   The result of both attack methods is extremely degraded performance,

   or worse, a system crash.



	RFC2460
	IPv6 Addressing Arhcitecture
	   This specification defines the addressing architecture of the IP

   Version 6 (IPv6) protocol.  It includes the basic formats for the

   various types of IPv6 addresses (unicast, anycast, and multicast).

   The authors would like to acknowledge the contributions of Paul

   Francis, Scott Bradner, Jim Bound, Brian Carpenter, Matt Crawford,

   Deborah Estrin, Roger Fajman, Bob Fink, Peter Ford, Bob Gilligan,

   Dimitry Haskin, Tom Harsch, Christian Huitema, Tony Li, Greg

   Minshall, Thomas Narten, Erik Nordmark, Yakov Rekhter, Bill Simpson,

   Sue Thomson, Markku Savela, and Larry Masinter.

2. IPv6 Addressing
   IPv6 addresses are 128-bit identifiers for interfaces and sets of

   interfaces (where "interface" is as defined in section 2 of [IPV6]).

   There are three types of addresses:

   Unicast:   An identifier for a single interface.  A packet sent to a

              unicast address is delivered to the interface identified

              by that address.

   Anycast:   An identifier for a set of interfaces (typically belonging

              to different nodes).  A packet sent to an anycast address

              is delivered to one of the interfaces identified by that

              address (the "nearest" one, according to the routing

              protocols' measure of distance).

   Multicast: An identifier for a set of interfaces (typically belonging

              to different nodes).  A packet sent to a multicast address

              is delivered to all interfaces identified by that address.

   There are no broadcast addresses in IPv6, their function being

   superseded by multicast addresses.

   In this document, fields in addresses are given a specific name, for

   example "subnet".  When this name is used with the term "ID" for

   identifier after the name (e.g., "subnet ID"), it refers to the

   contents of the named field.  When it is used with the term "prefix"

   (e.g., "subnet prefix") it refers to all of the address from the left

   up to and including this field.

   In IPv6, all zeros and all ones are legal values for any field,

   unless specifically excluded.  Specifically, prefixes may contain, or

   end with, zero-valued fields.

2.1 Addressing Model
   IPv6 addresses of all types are assigned to interfaces, not nodes.

   An IPv6 unicast address refers to a single interface.  Since each

   interface belongs to a single node, any of that node's interfaces'

   unicast addresses may be used as an identifier for the node.

   All interfaces are required to have at least one link-local unicast

   address (see section 2.8 for additional required addresses).  A

   single interface may also have multiple IPv6 addresses of any type

   (unicast, anycast, and multicast) or scope.  Unicast addresses with

   scope greater than link-scope are not needed for interfaces that are

   not used as the origin or destination of any IPv6 packets to or from

   non-neighbors.  This is sometimes convenient for point-to-point

   interfaces.  There is one exception to this addressing model:

      A unicast address or a set of unicast addresses may be assigned to

      multiple physical interfaces if the implementation treats the

      multiple physical interfaces as one interface when presenting it

      to the internet layer.  This is useful for load-sharing over

      multiple physical interfaces.

   Currently IPv6 continues the IPv4 model that a subnet prefix is

   associated with one link.  Multiple subnet prefixes may be assigned

   to the same link.

	RFC 2185
	Routing aspects of Ipv6 Transiton
	   This document gives an overview of the routing aspects of IPv4 to

   IPv6 transition. The approach outlined here is designed to be

   compatible with the existing mechanisms for IPv6 transition [1].

   During an extended IPv4-to-IPv6 transition period, IPv6-based systems

   must coexist with the installed base of IPv4 systems. In such a dual

   internetworking protocol environment, both IPv4 and IPv6 routing

   infrastructure will be present. Initially, deployed IPv6-capable

   domains might not be globally interconnected via IPv6-capable

   internet infrastructure and therefore may need to communicate across

   IPv4-only routing regions. In order to achieve dynamic routing in

   such a mixed environment, there need to be mechanisms to globally

   distribute IPv6 network layer reachability information between

   dispersed IPv6 routing regions. The same techniques can be used in

   later stages of IPv4-to-IPv6 transition to route IPv4 packets between

   isolated IPv4-only routing region over IPv6 infrastructure.
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   The IPng transition provides a dual-IP-layer transition, augmented by

   use of encapsulation where necessary and appropriate. Routing issues

   related to this transition include:

   (1) Routing for IPv4 packets

   (2) Routing for IPv6 packets

           (2a) IPv6 packets with IPv6-native addresses

           (2b) IPv6 packets with IPv4-compatible addresses

   (3) Operation of manually configured static tunnels

   (4) Operation of automatic encapsulation

           (4a) Locating encapsulators

           (4b) Ensuring that routing is consist with

               encapsulation

   Basic mechanisms required to accomplish these goals include: (i)

   Dual-IP-layer Route Computation; (ii) Manual configuration of point-

   to-point tunnels; and (iii) Route leaking to support automatic

   encapsulation.

   The basic mechanism for routing of IPv4 and IPv6 involves dual-IP-

   layer routing. This implies that routes are separately calculated for

   IPv4 addresses and for IPv6 addressing. This is discussed in more

   detail in section 3.1.

   Tunnels (either IPv4 over IPv6, or IPv6 over IPv4) may be manually

   configured. For example, in the early stages of transition this may

   be used to allow two IPv6 domains to interact over an IPv4

   infrastructure. Manually configured static tunnels are treated as if

   they were a normal data link. This is discussed in more detail in

   section 3.2.

   Use of automatic encapsulation, where the IPv4 tunnel endpoint

   address is determined from the IPv4 address embedded in the IPv4-

   compatible destination address of IPv6 packet, requires consistency

   of routes between IPv4 and IPv6 routing domains for destinations

   using IPv4-compatible addresses. For example, consider a packet which

   starts off as an IPv6 packet, but then is encapsulated in an IPv4

   packet in the middle of its path from source to destination. This

   packet must locate an encapsulator at the correct part of its path.

   Also, this packet has to follow a consistent route for the entire

   path from source to destination. This is discussed in more detail in

   section 3.3.

   The mechanisms for tunneling IPv6 over IPv4 are defined in the

   transition mechanisms specification [1].

	RFC 3053
	IPv67 Tunnel Broker
	   The growth of IPv6 networks started mainly using the transport

   facilities offered by the current Internet.  This led to the

   development of several techniques to manage IPv6 over IPv4 tunnels.

   At present most of the 6bone network is built using manually

   configured tunnels over the Internet.  The main drawback of this

   approach is the overwhelming management load for network

   administrators, who have to perform extensive manual configuration

   for each tunnel.  Several attempts to reduce this management overhead

   have already been proposed and each of them presents interesting

   advantages but also solves different problems than the Tunnel Broker,

   or poses drawbacks not present in the Tunnel Broker:

      -  the use of automatic tunnels with IPv4 compatible addresses [1]

         is a simple mechanism to establish early IPv6 connectivity

         among isolated dual-stack hosts and/or routers.  The problem

         with this approach is that it does not solve the address

         exhaustion problem of IPv4.  Also there is a great fear to

         include the complete IPv4 routing table into the IPv6 world

         because this would worsen the routing table size problem

         multiplying it by 5;

      -  6over4 [2] is a site local transition mechanism based on the

         use of IPv4 multicast as a virtual link layer.  It does not

         solve the problem of connecting an isolated user to the global

         IPv6 Internet;

      -  6to4 [3] has been designed to allow isolated IPv6 domains,

         attached to a wide area network with no native IPv6 support

         (e.g., the IPv4 Internet), to communicate with other such IPv6

         domains with minimal manual configuration.  The idea is to

         embed IPv4 tunnel addresses into the IPv6 prefixes so that any

         domain border router can automatically discover tunnel

         endpoints for outbound IPv6 traffic.

   The Tunnel Broker idea is an alternative approach based on the

   provision of dedicated servers, called Tunnel Brokers, to

   automatically manage tunnel requests coming from the users.  This

   approach is expected to be useful to stimulate the growth of IPv6

   interconnected hosts and to allow early IPv6 network providers to

   provide easy access to their IPv6 networks.

   The main difference between the Tunnel Broker and the 6to4 mechanisms

   is that the they serve a different segment of the IPv6 community:

      -  the Tunnel Broker fits well for small isolated IPv6 sites, and

         especially isolated IPv6 hosts on the IPv4 Internet, that want

         to easily connect to an existing IPv6 network;

      -  the 6to4 approach has been designed to allow isolated IPv6

         sites to easily connect together without having to wait for

         their IPv4 ISPs to deliver native IPv6 services.  This is very

         well suited for extranet and virtual private networks.  Using

         6to4 relays, 6to4 sites can also reach sites on the IPv6

         Internet.

   In addition, the Tunnel Broker approach allows IPv6 ISPs to easily

   perform access control on the users enforcing their own policies on

   network resources utilization.

   This document is intended to present a framework describing the

   guidelines for the provision of a Tunnel Broker service within the

   Internet.  It does not specify any protocol but details the general

   architecture of the proposed approach.  It also outlines a set of

   viable alternatives for implementing it.  Section 2 provides an

   overall description of the Tunnel Broker model; Section 3 reports

   known limitations to the model; Section 4 briefly outlines other

   possible applications of the Tunnel Broker approach; Section 5
   addresses security issues.

2. Tunnel Broker Model
   Tunnel brokers can be seen as virtual IPv6 ISPs, providing IPv6

   connectivity to users already connected to the IPv4 Internet.  In the

   emerging IPv6 Internet it is expected that many tunnel brokers will

   be available so that the user will just have to pick one.  The list

   of the tunnel brokers should be referenced on a "well known" web page

   (e.g.  on http://www.ipv6.org) to allow users to choose the "closest"

   one, the "cheapest" one, or any other one.

   The tunnel broker model is based on the set of functional elements

   depicted in figure 1.

                                            +------+

                                           /|tunnel|

                                          / |server|

                                         /  |      |

                                        /   +------+

              +----------+     +------+/    +------+

              |dual-stack|     |tunnel|     |tunnel|

              |   node   |<--->|broker|<--->|server|

              |  (user)  |     |      |     |      |

              +----------+     +------+\    +------+

                                  |     \   +------+

            tunnel end-point      v      \  |tunnel|

                  /\            +---+     \ |server|

                  ||            |DNS|      \|      |

                  ||            +---+       +------+

                  ||

                  ||                    tunnel end-point

                  ||                           /\

                  ||                           ||

                  |+---------------------------+|

                  +-----------------------------+

                       IPv6 over IPv4 tunnel

                 Figure 1: the Tunnel Broker model

2.1 Tunnel Broker (TB)
   The TB is the place where the user connects to register and activate

   tunnels.  The TB manages tunnel creation, modification and deletion

   on behalf of the user.

   For scalability reasons the tunnel broker can share the load of

   network side tunnel end-points among several tunnel servers.  It

   sends configuration orders to the relevant tunnel server whenever a

   tunnel has to be created, modified or deleted.  The TB may also

   register the user IPv6 address and name in the DNS.

   A TB must be IPv4 addressable.  It may also be IPv6 addressable, but

   this is not mandatory.  Communications between the broker and the

   servers can take place either with IPv4 or IPv6.

	RFC 4213
	Basic Transition Mechanisms for IPv6 Hosts & Routers
	   The key to a successful IPv6 transition is compatibility with the

   large installed base of IPv4 hosts and routers.  Maintaining

   compatibility with IPv4 while deploying IPv6 will streamline the task

   of transitioning the Internet to IPv6.  This specification defines

   two mechanisms that IPv6 hosts and routers may implement in order to

   be compatible with IPv4 hosts and routers.

   The mechanisms in this document are designed to be employed by IPv6

   hosts and routers that need to interoperate with IPv4 hosts and

   utilize IPv4 routing infrastructures.  We expect that most nodes in

   the Internet will need such compatibility for a long time to come,

   and perhaps even indefinitely.

   The mechanisms specified here are:

   -  Dual IP layer (also known as dual stack):  A technique for

      providing complete support for both Internet protocols -- IPv4 and

      IPv6 -- in hosts and routers.

   -  Configured tunneling of IPv6 over IPv4:  A technique for

      establishing point-to-point tunnels by encapsulating IPv6 packets

      within IPv4 headers to carry them over IPv4 routing

      infrastructures.

   The mechanisms defined here are intended to be the core of a

   "transition toolbox" -- a growing collection of techniques that

   implementations and users may employ to ease the transition.  The

   tools may be used as needed.  Implementations and sites decide which

   techniques are appropriate to their specific needs.

   This document defines the basic set of transition mechanisms, but

   these are not the only tools available.  Additional transition and

   compatibility mechanisms are specified in other documents.

1.1.  Terminology
   The following terms are used in this document:

   Types of Nodes

      IPv4-only node:

         A host or router that implements only IPv4.  An IPv4-only node

         does not understand IPv6.  The installed base of IPv4 hosts and

         routers existing before the transition begins are IPv4-only

         nodes.

      IPv6/IPv4 node:

         A host or router that implements both IPv4 and IPv6.

      IPv6-only node:

         A host or router that implements IPv6 and does not implement

         IPv4.  The operation of IPv6-only nodes is not addressed in

         this memo.

      IPv6 node:

         Any host or router that implements IPv6.  IPv6/IPv4 and IPv6-

         only nodes are both IPv6 nodes.

      IPv4 node:

         Any host or router that implements IPv4.  IPv6/IPv4 and IPv4-

         only nodes are both IPv4 nodes.

   Techniques Used in the Transition

      IPv6-over-IPv4 tunneling:

         The technique of encapsulating IPv6 packets within IPv4 so that

         they can be carried across IPv4 routing infrastructures.

      Configured tunneling:

         IPv6-over-IPv4 tunneling where the IPv4 tunnel endpoint

         address(es) are determined by configuration information on

         tunnel endpoints.  All tunnels are assumed to be bidirectional.

         The tunnel provides a (virtual) point-to-point link to the IPv6

         layer, using the configured IPv4 addresses as the lower-layer

         endpoint addresses.

   Other transition mechanisms, including other tunneling mechanisms,

   are outside the scope of this document.

   The key words MUST, MUST NOT, REQUIRED, SHALL, SHALL NOT, SHOULD,

   SHOULD NOT, RECOMMENDED, MAY, and OPTIONAL, when they appear in this

   document, are to be interpreted as described in [RFC2119].

2.  Dual IP Layer Operation
   The most straightforward way for IPv6 nodes to remain compatible with

   IPv4-only nodes is by providing a complete IPv4 implementation.  IPv6

   nodes that provide complete IPv4 and IPv6 implementations are called

   "IPv6/IPv4 nodes".  IPv6/IPv4 nodes have the ability to send and

   receive both IPv4 and IPv6 packets.  They can directly interoperate

   with IPv4 nodes using IPv4 packets, and also directly interoperate

   with IPv6 nodes using IPv6 packets.

   Even though a node may be equipped to support both protocols, one or

   the other stack may be disabled for operational reasons.  Here we use

   a rather loose notion of "stack".  A stack being enabled has IP

   addresses assigned, but whether or not any particular application is

   available on the stacks is explicitly not defined.  Thus, IPv6/IPv4

   nodes may be operated in one of three modes:

   -  With their IPv4 stack enabled and their IPv6 stack disabled.

   -  With their IPv6 stack enabled and their IPv4 stack disabled.

   -  With both stacks enabled.

   IPv6/IPv4 nodes with their IPv6 stack disabled will operate like

   IPv4-only nodes.  Similarly, IPv6/IPv4 nodes with their IPv4 stacks

   disabled will operate like IPv6-only nodes.  IPv6/IPv4 nodes MAY

   provide a configuration switch to disable either their IPv4 or IPv6

   stack.

   The configured tunneling technique, which is described in Section 3,

   may or may not be used in addition to the dual IP layer operation.

2.1.  Address Configuration
   Because the nodes support both protocols, IPv6/IPv4 nodes may be

   configured with both IPv4 and IPv6 addresses.  IPv6/IPv4 nodes use

   IPv4 mechanisms (e.g., DHCP) to acquire their IPv4 addresses, and

   IPv6 protocol mechanisms (e.g., stateless address autoconfiguration

   [RFC2462] and/or DHCPv6) to acquire their IPv6 addresses.

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


In summary it can can be said that most technologies are on the way or nearly there with IPv6 deployments and those that aren’t do not hold back the dual stack topology for MSO execution for IPv6.  What does restrict us however is the home network with legacy equipment, non-willing application owners to upgrade to support IPv6, old OSes & the potential for many IPv4 Internet Services not to move to IPv6.  This then limits the Cable ISP to keep an IPv4 address within the home and therefore we are forced into transition technologies once the MSO has depleted its IPv4 pool, which will happen to everyone within the next 5-8 years.  No ISP will be exempt form this migration & use of a transition technology.
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