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7 M2M Identification and addressing
7.1 Introduction

7.2 M2M Identification

7.2.1 M2M Identifiers

7.2.1.1 Application Identifier

An Application Identifier, App-ID, uniquely identifies an M2M Application (NA, GA, DA, D'A) that is registered with a SCL. An App-ID shall identify an application for the purpose of interacting with the application. This identifier shall be globally unique. It is the responsibility of the M2M Service Provider to ensure that the App-ID is globally unique.

If multiple instances of the same M2M Application connects to the same SCL, then the App-ID of each instance shall be globally unique.

7.2.1.2 M2M Node Identifier

A M2M Node is a logical representation of the M2M components in the M2M Device, M2M Gateway or the M2M Core. Such components include one SCL, and optionally a M2M Service Bootstrap function and a M2M Service Connection function relying on a specific Secured Environment Domain to protect Sensitive Functions and Sensitive Data. An M2M Node, and the Secured Environment Domain it relies on, is controlled by acorresponding M2M service provider.
A M2M Node shall be instantiated upon M2M Bootstrap procedure or pre-provisioning the M2M Device/Gateway with an M2M Service Provider. Multiple M2M Nodes may be instantiated on the same M2M Device/Gateway by performing multiple M2M Bootstrap procedure either with the same M2M Service Provider or with M2M Service Providers.
An M2M Node shall be identified by a globally unique identifier, the M2M-Node-ID. When instantiated in the M2M Device/Gateway, the M2M-Node-ID characteristics are summarized in Table 7.1.

[...]
8 M2M Security, M2M Service Bootstrap, Service Provisioning and M2M Service Connection procedures

8.1 Introduction

M2M security framework in clause 8.2 lays down the underlying functions and key hierarchy pertaining to M2M security. Clause 8.3 addresses the bootstrapping and service provisioning of D/G M2M Nodes. Clause 8.4 describes the security procedures for M2M Service Connection between the D/G M2M Node and the Network Domain.
Clause 8.5 addresses the security of the mId interface.

8.2 M2M Security Framework

8.2.1 Overview

Figure 8.1 presents the functional architecture from clause 6 in the context of the security framework showing SCs for Security (NSEC), Communications (NGC) and Remote Entity Management (NREM).

 SHAPE  \* MERGEFORMAT  SHAPE  \* MERGEFORMAT 



Figure 8.1: Functional architecture elements for bootstrapping

Security framework requirements for Authentication, Key agreement and establishment that enable M2M Service Bootstrap, provisioning and M2M Service Connection procedures are grounded on a clearly defined key hierarchy of the M2M Node. The following clauses define this key hierarchy, authentication, key agreement and authorization.

8.2.2 Key hierarchy and realisation

8.2.2.1 Description of M2M keys

The following describes keys used for different levels of Authentication and Authorization in current M2M architecture:

· Kmr - M2M Root Key. This key shall be used for mutual authentication and key agreement between the D/G M2M Node and the M2M Service Provider, i.e. it shall be used by the D/G M2M Node to authenticate the M2M Service Provider, and by the M2M Service Provider for authenticating the D/G M2M Node. Kmr is also used for deriving an M2M Connection Key (Kmc), see below, through authentication and key agreement between the D/G M2M Node and the Network M2M Node. Kmr shall be coupled with a unique D/G M2M Node and M2M Service Provider through an M2M-Node-ID identifier, and may be bootstrapped in the D/G M2M Node in various different ways, depending on the trust relationships between different stakeholders in the M2M ecosystem. At the Network M2M Node side, Kmr shall be stored in a Secured Environment [i.6], within MAS. The Secured Environment shall protect the information within (e.g. Kmr and the Kmc derivation process) from access or manipulation by unauthorised entities. In the M2M Device/Gateway, Kmr shall be stored and used within a Secured Environment Domain controlled by the M2M service Provider. There exists one Kmr for each set of provisioned D/G M2M Node credentials.
In scenarios where the M2M Service Provider and the Access Network Provider have a trust relationship (including the case that they are actually the same entity), access network credential may be used as Kmr.
· Kmc - M2M Connection Key. This key shall be derived from Kmr, upon successful mutual authentication of the D/G M2M Node, as explained above. Upon derivation, Kmc shall be delivered from MAS (wherein it is derived within the same Secured Environment as Kmr) to Network M2M Node, where it is stored in a local Secured Environment Domain. Kmc shall expire upon termination of the corresponding M2M Service Connection. Lifetime of Kmc shall be less than or equal to the lifetime of Kmr. A different Kmc shall be generated for every new M2M Service Connection procedure of the D/G M2M Node with the same or a different Network M2M Node.Kmc is used as symmetric shared secret for setting up secure data sessions between Network M2M Node and Device M2M Node and/or between Network M2M Node and Gateway M2M Node As an example, if the HTTP protocol is used for data transfer over the mId Reference Point, and if TLS-PSK is used as a method for secure HTTP session establishment on the mId Reference Point Kmc may serve as the PSK for TLS. Key material further derived from Kmc during the setup of such security association may bed used for securing the data transport over the mId Reference Point, e.g. facilitate operations such as encryption and integrity protection on the data that is transferred between Network M2M Node and Device/Gateway M2M Node. The secure transport session that is established using Kmc is always terminated at Network M2M Node.
Lifetime of Kmr is more than or equal to the lifetime of Kmc. In particular, Kmr shall be bootstrapped into the Secured Environment Domain of the D/G M2M Node's M2M Service Provider as per one of the methods described in clause 8.2.2.2 as well as in clause 8.3 and has the permanent role of being used for mutual authentication of the D/G M2M Node with the M2M Service Provider. Upon derivation, Kmc shall be valid for as long as the M2M Service Connection of the D/G M2M Node is valid; Kmc may expire or get invalidated based on M2M Service Providers' policies. 

For the scenario where the Network Operator and the M2M Service Provider do not share a business relationship, the setup of Kmr shall be the responsibility of the M2M Service Provider (in this case Kmr is not setup in the network). Clause 8.3 provides different bootstrapping procedures pertaining to such a scenario.

8.2.2.2 M2M Root Key Provisioning

Clause 8.4 specifies a variety of options for the M2M Service Connection procedure:
· Some M2M Service Connection procedure options (for example, in clauses 8.4.2 and 8.4.3) require a dedicated M2M Root Key Kmr in a Secured Environment Domain [i.6]. The current clause summarizes the options for getting Kmr onto a Secured Environment Domain of a D/G M2M Node.

· Other M2M Service Connection procedure options (for example, in clause 8.4.4) leverage key material that is derived from the access network credentials, which shall be used as M2M Root Key, Kmr. This approach is applicable when the Access Network Operator and the M2M Service Provider is the same stakeholder.
The M2M Architecture supports multiple scenarios for provisioning the M2M Root Key into a destination Secured Environment Domain.
The Secured Environment Domain protecting M2M Root Key may be part of a secured environment integrated with the M2M Device/Gateway or it may be hosted on an Independent Security Element (ISE) [i.6]. A Secured Environment Domain controlled by a trusted stakeholder may assist in provisioning the M2M Root Key to the intended Secured Environment Domain. Strong security recommends that all secured environment domains that need to exchange information in the M2M Device/Gateway are hosted on a single secured environment, whether it is an Independent Security Element or not. In the event that the Secured Environment Domains are hosted on separate secured Environments, then any Sensitive Data exchanged between them shall be appropriately secured
· If any Secured Environment Domains [i.6] in any of the below scenarios resides on a Universal Integrated Circuit Card (UICC) [28] (a type of ISE) then the UICC-Terminal Secure Channel specified in
TS 102 484 [31] shall be used as a standardized mean to protect any Sensitive Data [i.6] transferred across the interface from the UICC to other Secured Environments in the M2M Device/Gateway. The method of setting up the UICC-Terminal Secure Channel shall be as specified in ETSI TS 102 921 [1].
· When the Secured Environment Domains are hosted on different Secured Environments not involving a UICC, the way to secure sensitive data between the Secured Environments is left to implementation.
The following scenarios are supported by the M2M architecture:

1)
The M2M Device/Gateway may be provided with M2M Root Key Kmr inside a Secured Environment Domain [i.6] during manufacture or deployment. In these cases, the M2M Service Provider is responsible for ensuring that M2M Device/Gateways are provided with necessary M2M Root Keys Kmr using mechanisms that are not specified in the present document.

This Secured Environment Domain containing Kmr may be hosted by the same Secured Environment used for Access Network Credentials, e.g. a UICC. This scenario is particularly applicable when the Access Network Operator and the M2M Service Provider are the same stakeholder or share a business relationship.
2)
The M2M Device/Gateway may leverage key material that is derived from Access Network Credentials, and use that key material to provision the M2M Root Key Kmr in a Secured Environment Domain on the M2M Device/Gateway. Clause 8.3.2 describes such methods.

3)
The M2M Root Key Kmr may be provisioned in a Secured Environment on the M2M Device/Gateway in an access-network independent procedure. This scenario is applicable when the Access Network Operator and the M2M Service Provider do not share a business relationship and/or do not wish to use Access Network Credentials for bootstrapping of M2M service layer credentials. Methods for access-network independent provisioning of root keys are described in clause 8.3.3.

For options 1 and 3 there may be no need for Access Network Credentials, depending on the access network technology used.

Properties of the M2M Root Key shall comply to [1].

8.2.2.3 Secured Environment Domains

Secured Environment Domains refer to logical entities that are securely isolated from each other, whether they are separate Secured Environments or are inside a single Secured Environment. Sensitive Functions [i.6] (including the storage and handling of sensitive data such as credentials and key material) shall be protected inside a Secured Environment Domain controlled by its stakeholder.
The M2M Service Provider owning an M2M Node on an M2M Device/Gateway shall control its own Secured Environment Domain.
Providers of M2M applications may control an independent Secured Environment Domain on an M2M Device/Gateway.

M2M Devices/Gateways may also contain a Trusted Environment and a Secured Environment Domain used for Integrity Validation:

· This Secured Environment Domain shall be provisioned with a key used to sign the integrity validation measurements and the pass/fail results.

· This Secured Environment Domain may use asymmetric cryptography for the provisioning and validation of trusted reference values. The trusted reference values may be provisioned by means of digital certificates.

M2M Devices/Gateways may contain Secured Environment Domains owned by other stakeholders such as Access Network Operators (e.g. 3GPP USIM [45] on UICC [28]). Credentials stored in such Secured Environments may be used in the context of the present document when proper agreements are in place between the stakeholders.
8.2.3 M2M Security Capability
M2
M Security capabilities define the security requirements for the key management and M2M Service Connection procedures on the Network, Device and Gateway M2M Nodes.
8.2.3.1 Network M2M Node Security Functionalities
The Network M2M Node performs mutual authentication with D/G M2M Nodes, and derives keys that are used for setting up secure transport sessions with M2M Gateways and M2M Devices.

Key Management:

· Obtains M2M Connection Keys from MAS.

M2M Service Connection:
· Performs M2M Service Connection procedures for D/G M2M Nodes based on the Device M2M Node and Gateway M2M Node procedures defined in the clauses below. M2M Service Connection shall be provided through mutual authentication (between D/G M2M Node and M2M Service Provider's M2M Authentication server (MAS)) and M2M Connection Key (Kmc) agreement. For such a mutual authentication, a bootstrapped or pre-provisioned M2M Root Key (see clause 8.2.2.2) may be used as a permanent shared secret between the D/G M2M Node and MAS.
· According to policies defined in the MAS, controls access from D/G M2M Nodes.

· Interfaces with a MAS to obtain material needed to perform mutual authentication and key agreement with D/G M2M Nodes, i.e. serves as the "authenticator".

Device Integrity Validation, if supported and required bylocal policies:

· Determine whether an M2M Device or M2M Gateway supports Integrity Validation or not.
· If an M2M Device or M2M Gateway supports Integrity Validation, validate the integrity based on the reported integrity validation status and provisioned security policy, and then trigger policy-determined post-validation actions such as:
· Access control (full, partial or denial).
· Initiation of the  capability to upgrade, remediate or roll-back firmware or software of the M2M Device or M2M Gateway.
· The Network M2M Node shall use a pre-provisioned key to sign the integrity validation related policy information communicated to an M2M Device or M2M Gateway.

8.2.3.2 Gateway M2M Node Security Functionalities
The Gateway M2M Node performs the following operations within a Secured Environment Domain controlled by its M2M Service Provider:

Key Management

· Obtains an M2M Connection Key (Kmc) and protects the M2M Connection Key (Kmc) from unauthorised access.
M2M Service Connection

· Initiates M2M Service Connection procedures involving mutual authentication with the M2M Service Provider. For this, the Kmr key that is stored in an Gateway M2M Node's Secured Environment is used. As a result of successful authentication, a M2M Connection Key (Kmc) is derived within the same Secured Environment, as explained in clause 8.2.2.1. 

· Optionally (for M2M Gateways that are capable), supports the following Integrity Validation and post validation procedures:

· Performs verification and/or reporting of the integrity status of the M2M Gateway, at all times other than during M2M Service Bootstrap or during any operation in which the integrity of Gateway M2M Node has not yet been validated.
· According to policies, controls the access of M2M Devices to the NSCL, in the case where faults are detected concerning M2M Device integrity.

· The Gateway M2M Node shall retrieve the signed integrity validation status records from the Secured Environment and verify the integrity of the records by means of a provisioned key.
· The integrity validation results may be signed by the Secured Environment Domain for Integrity Validation and communicated to the NSCL.

· The Gateway M2M Nodes maintains a provisioned security policy for fault-recovery mechanism triggered by receipt of failed integrity validation result.
·  Policy information for all executable code to be integrity validated is pre-provisioned or is securely downloaded (i.e. included in a signed certificate). Each executable code that requires integrity validation has an associated trusted reference value and policy information associated with it indicating whether or not integrity validation is required for that executable code.

· Optionally (for M2M Gateways that are capable) supports procedures of secure time synchronization.

8.2.3.3 Device M2M Node Security Functionalities
The Device M2M Node performs the following operations within a Secured Environment Domain controlled by its M2M Service Provider:
Key Management

· Obtains an M2M Connection Key (Kmc) and protects the M2M Connection Key (Kmc) from unauthorised access.
M2M Service Connection

· Initiates M2M Service Connection procedures involving mutual authentication between the Device M2M Node and the M2M Service Provider. For this, the Kmr key that is stored in an M2M Device's Secured Environment is used. As a result of successful authentication, an M2M Connection Key (Kmc) is derived within the same Secured Environment, as explained in clause 8.2.2.1. 

· Optionally (for M2M Devices that are capable) supports procedures of secure time synchronization.

· Optionally (for M2M Devices that are capable) performs Integrity Validation and/or reporting of the integrity of the M2M Device, at all times other than during M2M Service Bootstrap or during any operation in which the integrity of Device M2M Node has not yet been validated.
· The Device M2M Node shall retrieve the signed integrity validation status records from the secured environment and verify the integrity of the records by means of a provisioned key.
· The integrity validation results may be signed by the Secured Environment Domain for Integrity Validation and communicated to the NSCL.

· Policy information for all executable code to be integrity validated is pre-provisioned or is securely downloaded (i.e. included in a signed certificate). Each executable code that requires integrity validation has an associated trusted reference value and policy information associated with it indicating whether or not integrity validation is required for that executable code.

· The Device M2M Node maintains a provisioned security policy for fault-recovery mechanism triggered by receipt of failed integrity validation result.
8.2.4 M2M Device/Gateway Integrity Validation (Optional)

8.2.4.1 Integrity Validation Functional Description

M2M Devices/Gateways may optionally support Integrity Validation (IVal). The requirements for IVal specified herein for M2M Service Layer shall apply whether IVal of M2M Service-Layer functions is either performed as part of a general secure boot process for the M2M Device/Gateway or is performed as part of M2M Service-Layer procedures and consists of:

a)
The integrity of executable code is verified by comparing the result of a measurement (typically a cryptographic hash) of the executable code to its trusted reference value. If these values agree, the executable code is successfully verified.

b)
The only permitted exception is executable code implemented in physically immutable form, in which case such executable code can be excluded from the IVal procedures.

c)
Each executable code shall be individually identified by the TrE and by the Secured Environment for the purpose of IVal.
d)
For each of the integrity checks of executable code, the corresponding trusted reference value is obtained from memory. The trusted reference value is protected for authenticity and integrity, otherwise it cannot be used.
NOTE:
Protection of trusted reference values may require the M2M Device/Gateway to support asymmetric cryptography and the root certificates of Certification Authorities.
e)
The Trusted Environment [i.6] measures the integrity of executable code in the M2M Device/Gateway, as defined by provisioned security policies. The measurements are time-stamped by the Trusted Environment and stored in the Trusted Environment or in a Secured Environment.
f)
The Secured Environment [i.6] compares the measurement to the trusted reference value. The executable shall not be allowed to execute if its IVal fails. Execution may, according to provisioned policy, be permitted if the IVal is pending but the M2M Device/Gateway may impose restrictions as to what the executable code is permitted to do.

g)
The Secured Environment may be integrated with the Trusted Environment or securely connected to it. In the latter case, keys are provisioned into both environments to enable secure communications. The resulting IVal status records are time-stamped and signed (using a key stored therein for that purpose) by the Secured Environment.
h)
The Integrity Validation of an M2M Device/Gateway is successful if all executable code that requires Integrity Validation in the M2M Device/Gateway is successfully verified.

The IVal status of the executable code, (i.e. pass/fail/pending), or simply an alarm/NAK message, shall be communicated to the NSCL, if required by provisioned security policies, and if supported by the context in which IVal is being carried out.
8.2.4.2 Integrity Validation prior to M2M Service Bootstrap (Optional)

Integrity validation (IVal) [i.6] is an optional feature for M2M Devices and M2M Gateways. An Integrity validation procedure is performed prior to executing the M2M Service Bootstrap procedures.

Only components which are stored in physically immutable memory can be exempt from the IVal procedures.

The requirements for IVal specified herein for M2M Service Bootstrap shall apply whether IVal of M2M Service-Layer functions is performed as part of a general secure boot process for the M2M Device/Gateway, or is performed as part of M2M Service-Layer procedures.

The IVal procedure includes the following specific functions:
1)
The IVal procedure prior to M2M Service Bootstrap is initiated and controlled by a dedicated function of the M2M Device or Gateway. The dedicated function supports all aspects of the IVal process as defined in [i.6] and as described in the section on general principles of IVal, including the use of Trusted Environment [i.6] and Secured Environment [i.6].

2)
The M2M Service Bootstrap procedure is initiated by a dedicated function of the M2M Device/Gateway. This function is logically separate from the dedicated function 1 above. Function 2 is configured to select appropriate steps to be undertaken, according to whether the SCL or Reference Points mId or dIa have failed the IVal test. The authentication and authorisation required for M2M Service Bootstrap are not allowed to proceed if the IVal test detects any faults in the SCL or Reference Points mId or dIa.


An alternative instance of M2M Service Bootstrap functionality may allow M2M Service Bootstrap to proceed if those SCs and Reference Points required for the M2M Service Bootstrap procedure pass the IVal test but other SCs or Reference Points fail the IVal test or have not yet been tested. Complexities introduced by such an instance are not considered in the diagram below but are specified in the section on SCL Management.

3)
In the Networks Domain, the protocol end-point for the M2M Service Bootstrap response from the M2M Device/Gateway is optionally provisioned with the corresponding IVal configuration and policy for the M2M Device or Gateway, to allow the alarms of NACK messages to be interpreted and to allow the security attributes of an M2M Device/Gateway to be obtained. If that protocol allows or requires at least the payload of the alarm message to be secured by cryptographic means, the keys provided for that purpose shall be stored in the Secured Environment that is used for IVal and the cryptographic operations shall be performed therein.
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Figure 8.3: IVal as a precondition for M2M Service Bootstrap

Process steps:

Step 000:
M2M Device/Gateway performs IVal test of all the SCL and Reference Points mId and dIa, according to function 1 above. It is out of scope to specify exactly when this step occurs, provided it occurs prior to the M2M Service Bootstrap procedure being initiated. For example, the IVal may be performed as part of a secure boot process.

Step 001:
M2M Device/Gateway performs access network registration. Details are out of scope.

Step 002:
The M2M Device/Gateway activates the dedicated function 2 above, to initiate M2M Service Bootstrap procedures based on preconfigured IVal policy.
Step 003:
Function 2 above selects the next step according to the status of IVal test results, i.e. whether or not the SCL and Reference Points mId and dIa have passed IVal test. If PASS, go to step 005.

Step 004:
If any SCL components and/or Reference Points have failed IVal, then function 2 above optionally returns an alarm response or a NACK response, if such functionality is supported by the specified M2M Service Bootstrap protocol. The M2M Service Bootstrap procedure is aborted. The M2M Device/Gateway may also be put on a more limited operational state or be powered off.
The alarm/NACK message should be protected for integrity, authenticity, etc., if such functionality is supported by the protocol used for M2M Service Bootstrap.
Step 005:
If all SCL components and Reference Points have passed IVal, then M2M Service Bootstrap continues as normal.
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