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In the present document "should", "should not", "may", "need not", "will", "will not", "can" and "cannot" are to be interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of provisions).
"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.
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[bookmark: _Toc455504139][bookmark: _Toc481503677][bookmark: _Toc39853095]1	Scope
Editor’s Note: The following text taken from the WID scope statement needs to be updated.
The present document studies multi-tenancy related use cases for NFV to remove the gap between the existing general functional requirements on multi-tenancy as described in ETSI GS NFV-IFA010 [i.1] and the missing requirement details regarding NFV elements consumed by different tenants. It also takes into consideration possible relation with Release 3 features like multi-domain NS provisioning, security orchestration. Key issues on multi-tenancy in NFV (e.g. tenant-dependent LCM, tenant-dependent resource management, traffic separation, ..) will be identified and analyzed for concluding the recommendations. 
[bookmark: _Toc455504140][bookmark: _Toc481503678][bookmark: _Toc39853096]2	References
[bookmark: _Toc455504141][bookmark: _Toc481503679][bookmark: _Toc39853097]2.1	Normative references
Normative references are not applicable in the present document.
[bookmark: _Toc455504142][bookmark: _Toc481503680][bookmark: _Toc39853098]2.2	Informative references
References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
NOTE:	While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee their long term validity.
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[bookmark: REF_GSNFV001][i.1]	ETSI GR NFV 001: "Network Functions Virtualisation (NFV); Use Cases".
[bookmark: REF_GSNFV002][i.2]	Editor’s note: Placeholder for NFV002
[bookmark: REF_GSNFV003][i.3]	ETSI GS NFV 003: "Network Functions Virtualisation (NFV); Terminology for Main Concepts in NFV".
[bookmark: REF_GSNFV004][i.4]	ETSI GS NFV 004: "Network Functions Virtualisation (NFV); Virtualisation Requirements".
[bookmark: REF_GSNFVIFA010][i.5]	ETSI GS NFV-IFA 010: "Network Functions Virtualisation (NFV) Release 3; Management and Orchestration; Functional requirements specification".
[bookmark: REF_GSNFVIFA013][i.6]	ETSI GS NFV-IFA 013: "Network Functions Virtualisation (NFV) Release 3; Management and Orchestration; Os-Ma-Nfvo reference point - Interface and Information Model Specification".
[bookmark: REF_GSNFVIFA030][i.7]	ETSI GS NFV-IFA 030: "Network Functions Virtualisation (NFV) Release 3; Management and Orchestration; Multiple Administrative Domain Aspect Interfaces Specification".
[bookmark: REF_GRNFVEVE012][i.8]	ETSI GR NFV-EVE 012: " Network Functions Virtualisation (NFV) Release 3; Evolution and Ecosystem; Report on Network Slicing Support with ETSI NFV Architecture Framework"
[bookmark: REF_GSNFVIFA005][bookmark: REF_GSNFV_IFA005][i.9]	ETSI GS NFV-IFA 005: "Network Functions Virtualisation (NFV) Release 3; Management and Orchestration; Or-Vi reference point - Interface and Information Model Specification".
[bookmark: REF_GSNFVIFA006][i.10]	ETSI GS NFV-IFA 006: "Network Functions Virtualisation (NFV) Release 3; Management and Orchestration; Vi-Vnfm reference point - Interface and Information Model Specification".
[bookmark: REF_3GPP28804][i.11]	3GPP TR 28.804: "3rd Generation Partnership Project; Technical Specification Group Services and System Aspects; Telecommunication management; Study on tenancy concept in 5G networks and network slicing management (Release 16)"
[bookmark: REF_GSNFVIFA007][i.12]	ETSI GS NFV-IFA 007: "Network Functions Virtualisation (NFV) Release 3; Management and Orchestration; Or-Vnfm reference point - Interface and Information Model Specification".

[bookmark: _Toc451532925][bookmark: _Toc39853099]3	Definition of terms, symbols and abbreviations
[bookmark: _Toc451532926][bookmark: _Toc39853100]3.1	Terms
For the purposes of the present document, the terms given in ETSI GS NFV 003 [i.3] apply.

[bookmark: _Toc455504145][bookmark: _Toc481503683][bookmark: _Toc39853101]3.2	Symbols
Void.

[bookmark: _Toc455504146][bookmark: _Toc481503684][bookmark: _Toc39853102]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in ETSI GS NFV 003 [i.3] and the following apply: 
NOTE:	An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in ETSI GS NFV 003 [i.3].

[bookmark: _Toc39853103]4	Overview
The present document focuses on use cases where multiple users consume services from the same NFV-MANO environment that are offered via the Os-Ma-nfvo reference point (see ETSI GS NFV-IFA 013 [i.6]. The NFVO thus needs to be able to protect a consumer (NFV-MANO Tenant, NMT) against another consumer. 
Some examples of protection and isolation including entities that may be not visible on the Os-Ma-nfvo reference point directly but support the NSs visible on Os-Ma-nfvo are:
· Resources created by NMT-A cannot be managed by NMT-B.
· Resources created by NMT-A cannot be used by NMT-B (e.g. bandwidth on a VL of NMT-A cannot be consumed by NMT-B).
· NMT-B is not able to access information about resources created by NMT-A.
· NMT-B is not able to monitor usage of resources created by NMT-A.
· NMT-B is not able to access traffic on resources created by NMT-A.
· Failures of resources created by NMT-A are not affecting resources created by NMT-B.

Nevertheless, there may be cases where NMTs A and B share resources.

The present document also analyses the necessary interworking within NFV-MANO to understand potential enhancements of NFV-MANO allowing protection and isolation of physical or virtual resources of the NFVI. 

[bookmark: _Toc39853104]5	Use Cases and Scenarios
Editor’s Note: Use cases 1-6 were seen in the WID supporting material. More should be added in separate level 2 clauses, using NFV001 (e.g. NFVIaas, VNFaaS) and other inputs. 
[bookmark: _Toc39853105]5.1	Use Case #1: Two users with own NFVO on shared NFVI
[bookmark: _Toc39853106]5.1.1	Motivation
This use case describes two users using their own NFVO and VNFM but allocate resources from the same NFVI-PoP(s) to build their NSs. It is assumed that an NFVI-PoP is managed by a single VIM
NOTE:	The NFV-MANO implementations of the two users can be from different vendors.
In this use case the term NFV-MANO tenant (NMT) is used for a user managing NSs via the Os-Ma-nfvo reference point. This reduces ambiguity between NFVO users, VNFM users, VIM users etc. 
Figure 5.1.1-1 illustrates the relation of the NMTs and NFV-MANO FB instances, including the NSs and resources.
[image: ] 
Figure 5.1.1-1: Two users with own NFVO on shared NFVI
In this use case, all NFV-MANO FBsneed to be aware that they need to provide the appropriate isolation between the resources allocated to the different users (NMTs) as required in ETSI GS NFV 004 [i.4]. 
In this use case it is assumed that the NSs of the different NMTs can be deployed on different resources within the NFVI. For sharing physical resources see other use cases.
This use case is derived from use case #1 in ETSI GR NFV001 [i.1], Network Function Virtualisation Infrastructure as a Service (NFVIaaS).
[bookmark: _Toc39853107]5.1.2	Detailed User Story
[bookmark: _Toc39853108]5.1.2.1	Summary
In this use case, each NMT has its own NFVO and VNFM(s) to instantiate their NSs via the Os-Ma-nfvo reference point, see ETSI GS NFV-IFA 013 [i.6]. Therefore NFVO and VNFM(s) don’t know about different users/consumers. Only the VIM needs to be aware whether resources are allocated to the same or a different user/consumer.
As specified in ETSI GS NFV-IFA 005 [i.9] and ETSI GS NFV-IFA 006 [i.10], the VIM uses resource groups to identify the necessary isolation.
[bookmark: _Toc39853109]5.1.2.2	Actor(s)
Table 5.1.2.2-1 describes the use case actors and roles.
Table 5.1.2.2-1: Use case #1, actors and roles
	#
	Actor
	Description

	1
	NMT1
	OSS or other management system of service provider 1.

	2
	NMT2
	OSS or other management system of service provider 2.

	3
	NFVO1
	NFV Orchestrator used by NMT1

	4
	NFVO2
	NFV Orchestrator used by NMT2

	5
	VNFM1
	VNF Manager used by NMT1

	6
	VNFM2
	VNF Manager used by NMT2

	7
	VIM
	VIM managing the NFVI hosting all resources involved

	8
	VNFs
	VNFs needed for the NS



[bookmark: _Toc39853110]5.1.2.3	Pre-Conditions
Table 5.1.2.3-1 describes the pre-conditions.
Table 5.1.2.3-1: Use case #1, pre-conditions
	#
	Pre-condition
	Description

	1
	NFV-MANO of both NMTs (VIM, NFVOs and VNFMs) is running.
	

	2
	NMT1 and NMT2 have established the necessary business relationship with the providers of the NFV-MANO environments and NFVI allowing them to deploy their services.
	

	3
	NMT1 and NMT2 have prepared the necessary NFV packages and templates (e.g. NSD, VNFD) for the onboarding
	



[bookmark: _Toc39853111]5.1.2.4	Description
Table 5.1.2.4-1 describes the flow for onboarding an NS for NMT1. There is no difference to the standard flow. In this use case the NFVOs don’t need to consider different tenants during the onboarding, since each NFVO works for a single NMT only.
Table 5.1.2.4-1: Base flow for onboarding an NS for NMT1
	#
	Flow
	Description

	1
	NMT1 -> NFVO1
	NMT1 requests NFVO1 to onboard the NS, providing the NSD.

	2
	NFVO1
	NFVO1 executes the onboarding

	3
	NFVO1 -> NMT1
	NFVO acknowledges the onboarding

	4
	NMT1 -> NFVO1
	NMT1 subscribes for notifications. See note.

	5
	NMT1 -> NFVO1
	NMT1 requests NFVO1 to onboard the necessary VNFs, providing the VNF packages and VNFDs.

	6
	NFVO1
	NFVO1 executes the onboarding 

	7
	NFVO1 -> NMT1
	NFVO1 acknowledges the onboarding

	NOTE:	Subscription can also be done earlier.



Table 5.1.2.4-2 describes the flow for instantiating an NS for NMT1. There is no difference to the standard flow. The description only highlights some aspects related to tenants, which is mainly during steps 9 and 10.
Table 5.1.2.4-2: Base flow for instantiating an NS for NMT1
	#
	Flow
	Description

	1
	NMT1 -> NFVO1
	NMT1 requests instantiation of the NS.

	2
	NFVO1
	NFVO1 validates the requests. 
NFVO1 checks that all necessary VNFs are onboarded.
NFVO1 checks resource availability for the VNF instantiation. See note 1.

	3
	NFVO1 -> NMT1
	NFVO1 acknowledges the NS instantiation request.

	4
	NMT1 -> NFVO1 
	NMT1 subscribes for the relevant notifications. See note 2.

	5
	NFVO1
	NFVO1 validates the requests. 

	6
	NFVO1 -> NMT1
	NFVO1 acknowledges the subscriptions.

	7
	NFVO1 -> VNFM1
	NFVO1 requests instantiation of the VNFs for NMT1 as required for the NS according to the deployment flavour. See note 1 and note 3.

	8
	VNFM1
	VNFM1 validates the request. This includes package validation. See note 1. 

	9
	VNFM1 -> VIM
	VNFM1 requests the necessary resources specifying proper resource groups needed by NMT1. See note 4.

	10
	VIM
	VIM allocates the resources keeping track of the resource groups.

	11
	VIM -> VNFM1
	VIM provides VNFM1 with the resources for the VNFs for NMT1.

	12
	VNFM1 -> VNF
	VNFM1 finalizes the instantiation including configuration and VNF specific operations if needed.

	13
	VNFM1 -> NFVO1
	VNFM1 acknowledges the VNF instantiation.

	14
	NFVO1 -> NMT1
	NFVO1 acknowledges the NS instantiation.

	NOTE 1:	This step is simplified to avoid two flows for direct or indirect mode. Also allocation of other NS resources is not shown.
NOTE 2:	Subscription can also be done earlier.
NOTE 3:	This use case does not cover nested NSs which will be covered in separate use case.
NOTE 4:	VIM needs to distinguish NMT1 and NMT2 by the used resource groups, so the NFVI is able to provide resource isolation, e.g. network isolation.



Onboarding and instantiation for NMT2 are similar.
[bookmark: _Toc39853112]5.1.2.5	Post-Conditions
Table 5.1.2.5-1 describes the post-conditions.
Table 5.1.2.3-1: Use case #1, post-conditions
	#
	Post-condition
	Description

	1
	VNFs and NSs are correctly instantiated.
	

	2
	Resources are allocated as per NMT information.
	

	3
	NFV-MANO FBs have all NMT information to provide management isolation.
	This includes subscription to notifications.

	4
	NFVI has all information to isolate resources between NMTs.
	This includes the necessary information for network isolation if required.




[bookmark: _Toc39853113]5.1.3	Variants
In ETSI GR NFV-EVE 012 [i.8], isolation of network slices in a multi-domain environment is explained using the diagram in figure 5.1.3-1. Here also the tenants use their own NFVO and VNFM(s) as illustrated above. In addition, multiple NFVI-PoPs and the SDN environment is shown.

[image: ../../Pictures/Picture1.png]
[bookmark: figure4]Figure 5.1.3-1: Network slicing deployment applying NFV concepts to achieve isolation
The orange and blue tenants use VMs in two NFVI-PoPs, also marked with orange and blue color. The isolation requirements between resources of tenant 1 and tenant 2 need to be respected also for the connections between the NFVI-PoPs. Therefore also the WIMs need to be aware of the isolation requirements. For more details see clause 4.3 ETSI GR NFV-EVE 012 [i.8].
The following figure 5.1.3-2 provides a simplified diagram showing multiple NFVI-PoPs connected by a WIM and using a tunnel for isolation of the traffic.

[image: ]
Figure 5.1.3-2: Two users with own NFVO in multi site deployment

[bookmark: _Toc39853114]5.1.4	Analysis
As shown in the flow in clause 5.1.2.4, the information about required isolation needs to be provided to the VIM via Vi-Vnfm and Or-Vi reference points. In this use case, it is not necessary to provide direct information about tenancy on these reference points; it is sufficient to provide information about groups of resources, within which sharing is possible, whereas the groups itself are to be isolated against each other. 
ETSI GS NFV-IFA 005 [i.9] and ETSI GS NFV-IFA 006 [i.10], already introduce resource groups to identify the necessary isolation on resource level. However, management of resource groups is not yet provided and not all operations and information elements include the necessary information (e.g. in the interfaces for compute host reservation, start and end time can be specified by a given tenant, without providing necessary parameters to bind the reservation to a tenant or resource group. Also the use of resource groups between ETSI GS NFV-IFA 005 [i.9] and ETSI GS NFV-IFA 006 [i.10] is not completely consistent.

It is therefore recommended to revisit ETSI GS NFV-IFA 005 [i.9] and ETSI GS NFV-IFA 006 [i.10] concepts of resource groups and define the necessary management of resource groups (see note 2 in clause 7.1 of ETSI GS NFV-IFA 005 [i.9]) and add necessary attributes and parameters where necessary.
Also requirements for management isolation of the VIM need to be defined, which will protect resources assigned for a tenant against management from a different tenant.
Editor’s note: The recommendations later need to be moved to clause 7 and combined with recommendations from other use cases. 

[bookmark: _Toc39853115]5.2	Use Case #2: Two users share the same NFV environment
Editor’s Note: This may cover using public cloud infrastructure.
[bookmark: _Toc39853116]5.2.1	Motivation
This use case describes two service providers creating NSs on the same NFV environment (i.e. the same NFVO and other FBs ) and thus being built with resources of the same NFVI-PoP(s). The service providers use the same NFV-MANO service to deploy these NS instances. Figure 5.2.1-1 illustrates the relation of the service providers and NFV-MANO, including the NSs and resources. 
In this use case the term NFV-MANO tenant (NMT) is used for a user managing NSs via the Os-Ma-nfvo reference point. This reduces ambiguity between NFVO users, VNFM users, VIM users etc. 

[image: ]
[bookmark: REF_Figure3]Figure 5.2.1-1: Two users share the same NFV environment
In this use case, all NFV-MANO FBs need to be aware that they need to provide the appropriate isolation between the resources allocated to the different users (NMTs) as required in ETSI GS NFV 004 [i.4]. 
In this use case it is assumed that the NSs of the different NMTs can be deployed on different resources within the NFVI. For sharing of NFVI resources see other use cases.
[bookmark: _Toc39853117]5.2.2	Detailed User Story
[bookmark: _Toc39853118]5.2.2.1	Summary
In this use case, both NMTs instantiate their NSs with the same NFVO via the Os-Ma-nfvo reference point, see ETSI GS NFV-IFA 013 [i.3]. 
There are multiple ways for the NFVO to know the origin of a request. 
· The NMTs can use separate interfaces (e.g. IP-addresses) to the NFV-MANO.
· The NMTs can use some token to identify themselves 
It is out of scope for the use case which method is used. It is assumed that NFVO can identify the NMT of the NS as the originator of a request on the Os-Ma-nfvo reference point.
In this use case it is assumed that NFV-MANO needs to provide isolation of the NSs created by different NMTs (see note). This includes resource and traffic isolation similar to affinity, and also management isolation, so an NMT can only manage NSs and resources of his responsibility.
NOTE: NMTs may waive isolation by agreement. In this case NFV-MANO would not need to distinguish these users.
Editor’s note: It needs to be clarified whether we need to allow NMTs share resources or multiple users may act as the same NMT.
In this use case it is also assumed that the same NMT instantiates the NS and subsequently owns all VNF instances and related resources allocated during the VNF instantiation. The NMT can issue subsequent operations on the NSs he created as well as on their constituent resources. E.g. it is expected that an NMT will subscribe for notifications related to the NSs and its constituent resources.
Editor’s note: This use case is written as NFV-MANO can distinguish the users. Isolation could also be achieved by some anti-affinity definition on higher level (NSs). This needs to be illustrated in a separate use case.

The VIM needs to be aware whether resources are allocated to the same or a different user/consumer.
As specified in ETSI GS NFV-IFA 005 [i.9] and ETSI GS NFV-IFA 006 [i.10], the VIM uses resource groups to identify the necessary isolation.
Editor’s note: IFA005 already includes requirements to identify consumers/tenants, but doesn’t explain the relation of tenants and resource groups. IFA005 currently also doesn’t specify the operations for the management of resource groups (see note 2 in 7.1). In the interfaces for compute host reservation, start and end time can be specified by a given tenant, without providing necessary parameters to bind the reservation to a tenant. IFA006 includes similar statements, but is not completely consistent with IFA005 in its use. 
It is expected that EVE018 provides recommendations to add this in IFA005 and IFA006.
Editor’s note: IFA007 also mentions resource groups: Attributes for resource groups identifying the tenants are specified in VirtualisedResourceQuotaAvailableNotification and GrantInfo information element, but not in other places. The analysis shall indicate that a resource group attributes need to be added in more information elements or as parameters for LCM operations. It is expected that EVE018 provides recommendations to add a full set of requirements, parameters and attributes in IFA007.

As specified in some information elements in ETSI GS NFV-IFA 007 [i.12], the resource groups are also used on the Or-Vnfm reference point for tenant information.

[bookmark: _Toc39853119]5.2.2.2	Actor(s)
Table 5.1.2.2-1 describes the use case actors and roles.
Table 5.2.2.2-1: Use case #2, actors and roles
	#
	Actor
	Description

	1
	NMT1
	OSS or other management system of service provider 1.

	2
	NMT2
	OSS or other management system of service provider 2.

	3
	NFVO
	NFV Orchestrator for the NS instances involved.

	4
	VNFM
	VNF Manager for the VNFs involved

	5
	VIM
	VIM managing the NFVI hosting all resources involved

	6
	VNFs
	VNFs needed for the NS



[bookmark: _Toc39853120]5.2.2.3	Pre-Conditions
Table 5.2.2.3-1 describes the pre-conditions.
Table 5.2.2.3-1: Use case #2, pre-conditions
	#
	Pre-condition
	Description

	1
	NFV-MANO (VIM, NFVO and VNFM) is running.
	

	2
	NMT1 and NMT2 have established the necessary business relationship with the provider of the NFV environment allowing them to deploy their services.
	This includes that NFV-MANO is aware of the necessary isolation of NSs and their constituents.

	3
	NMT1 and NMT2 have prepared the necessary NFV packages and templates (e.g. NSD, VNFD) for the onboarding
	



[bookmark: _Toc39853121]5.2.2.4	Description
Table 5.2.2.4-1 describes the flow for onboarding an NS for NMT1. There is no difference to the standard flow. The description only highlights some aspects related to tenants, which is mainly during steps 2 and 6.
Table 5.2.2.4-1: Base flow for onboarding an NS for NMT1
	#
	Flow
	Description

	1
	NMT1 -> NFVO
	NMT1 requests NFVO to onboard the NS, providing the NSD.

	2
	NFVO
	NFVO executes the onboarding and registers NMT1 for this NS, see note 2.

	3
	NFVO -> NMT1
	NFVO acknowledges the onboarding

	4
	NMT1 -> NFVO
	NMT1 subscribes for notifications. See note 3.

	5
	NMT1 -> NFVO
	NMT1 requests NFVO to onboard the necessary VNFs, providing the VNF packages VNFDs.

	6
	NFVO
	NFVO executes the onboarding and registers NMT1 for this VNF package. See note1 and note 2.

	7
	NFVO -> NMT1
	NFVO acknowledges the onboarding

	NOTE 1:	VNF packages could be shared between consumers but this is not covered in this use case.
NOTE 2:	NFVO needs to register the NMT of a package or instance to protect it against operations from a different user.
NOTE 3:	Subscription can also be done earlier.



Table 5.2.2.4-2 describes the flow for instantiating an NS for NMT1. There is no difference to the standard flow. The description only highlights some aspects related to tenants, which is mainly during steps 2, 7, 9 and 10.
Table 5.2.2.4-2: Base flow for instantiating an NS for NMT1
	#
	Flow
	Description

	1
	NMT1 -> NFVO
	NMT1 requests instantiation of the NS.

	2
	NFVO
	NFVO validates the requests. This includes that NFVO checks whether NMT1 is allowed to instantiate the NS.
NFVO checks that all necessary VNFs are onboarded and are allowed to be instantiated by NMT1.
NFVO checks resource availability for the VNF instantiation. See note 1 and note 2.

	3
	NFVO -> NMT1
	NFVO acknowledges the NS instantiation request.

	4
	NMT1 -> NFVO 
	NMT1 subscribes for the relevant notifications. See note 3.

	5
	NFVO
	NFVO validates the requests. This includes that NFVO checks whether NMT1 is allowed to subscribe to these notifications.

	6
	NFVO -> NMT1
	NFVO acknowledges the subscriptions.

	7
	NFVO -> VNFM
	NFVO requests instantiation of the VNFs as required for the NS according to the deployment flavour specifying proper resource groups needed by NMT1. See note 1 and note 4.

	8
	VNFM
	VNFM validates the request. This includes package validation.

	9
	VNFM -> VIM
	VNFM requests the necessary resources for the VNFs specifying proper resource groups needed by NMT1. See note 5.

	10
	VIM
	VIM allocates the resources keeping track of the resource groups.

	11
	VIM -> VNFM
	VIM provides VNFM with the resources for the VNFs for NMT1.

	12
	VNFM -> VNF
	VNFM finalizes the instantiation including configuration and VNF specific operations if needed.

	13
	VNFM -> NFVO
	VNFM acknowledges the VNF instantiation.

	14
	NFVO -> NMT1
	NFVO acknowledges the NS instantiation.

	NOTE 1:	This step is simplified to avoid two flows for direct or indirect mode. Also allocation of other NS resources is not shown.
NOTE 2:	Resource availability may include availability within resource limits for NMT1.
NOTE 3:	Subscription can also be done earlier.
NOTE 4:	This use case does not cover nested NSs which will be covered in separate use case.
NOTE 5:	VIM needs to distinguish NMT1 and NMT2, so the NFVI is able to provide resource isolation, e.g. network isolation.



Onboarding and instantiation for NMT2 are similar.
[bookmark: _Toc39853122]5.2.2.5	Post-Conditions
Table 5.12.2.5-1 describes the post-conditions.
Table 5.12.2.35-1: Use case #2, post-conditions
	#
	Post-condition
	Description

	1
	VNFs and NSs are correctly instantiated.
	

	2
	Resources are allocated as per NMT information.
	

	3
	NFV-MANO FBs have all NMT information to provide management isolation.
	This includes subscription to notifications. 

	4
	NFVI has all information to isolate resources between NMTs.
	This includes the necessary information for network isolation if required.



Editor’s note: The current concept of using resource groups in VIM and VNFM to distinguish consumers/tenants doesn’t cover management isolation.

[bookmark: _Toc39853123]5.2.3	Variants
The following figure 5.2.3-2 shows an NFV environment with multiple NFVI-PoPs connected by a WIM and using a tunnel for isolation of the traffic used by multiple tenants.

[image: ]
Figure 5.1.3-2: Two users share the same NFV multi-site environment


[bookmark: _Toc39853124]5.2.4	Analysis
Editor’s Note: To be provided.
As shown in the flow in clause 5.2.2.4 and similar to use case #1, the information about required isolation needs to be provided to the VIM via Vi-Vnfm and Or-Vi reference points. In addition to use case #1, the NFVO also needs to provide VNFM with the information about required isolation via the Or-Vnfm reference point. 
NOTE:	There is a difference between direct and indirect mode of resource allocation by the VNFM. In indirect mode, i.e. when the VNFM allocates resources via the NFVO, a different mechanism could be used. 
In this use case, it is not necessary to provide direct information about tenancy on these reference points; it is sufficient to provide information about groups of resources, within which sharing is possible, whereas the groups itself are to be isolated against each other. 
ETSI GS NFV-IFA 005 [i.9] and ETSI GS NFV-IFA 006 [i.10], already introduce resource groups to identify the necessary isolation on resource level. However, management of resource groups is not yet provided and not all operations and information elements include the necessary information (e.g. in the interfaces for compute host reservation, start and end time can be specified by a given tenant, without providing necessary parameters to bind the reservation to a tenant or resource group. Also the use of resource groups between ETSI GS NFV-IFA 005 [i.9] and ETSI GS NFV-IFA 006 [i.10] is not completely consistent.

ETSI GS NFV-IFA 007 [i.12] already mentions resource groups. Attributes for resource groups identifying the tenants are specified in VirtualisedResourceQuotaAvailableNotification and GrantInfo information element, but not in other places. The flow in 5.2.2.4 shows that the information about resource groups needs to be provided also in other information elements or as parameters for LCM operations. 
It is therefore recommended to revisit ETSI GS NFV-IFA 005 [i.9], ETSI GS NFV-IFA 006 [i.10] and ETSI GS NFV-IFA 007 [i.12] concepts of resource groups and define the necessary management of resource groups (see note 2 in clause 7.1 of ETSI GS NFV-IFA 005 [i.9]) and add necessary attributes and parameters where necessary.
Also requirements for management isolation of the VIM need to be defined, which will protect resources assigned for a tenant against management from a different tenant. Requirements for management isolation need to be defined also for NFVO and VNFM, so an NMT can only access own NSs and VNFs. Also the VNF packages need to be protected against usage of non-authorized tenants.

Editor’s note: The recommendations later need to be moved to clause 7 and combined with recommendations from other use cases. 

[bookmark: _Toc39853125]5.3	Use Case #3: Network slicing by a single user
[bookmark: _Toc39853126]5.3.1	Motivation
This use case shows the use of network slicing. A service provider uses network slicing and creates two slice subnets by creating network service instances on the same NFV environment (i.e. the same NFVO and other FBs ) and thus being built with resources of the same NFVI-PoP(s). The service provider expects isolation of the slice subnets. Thus NFVO needs to provide for isolation of the NS instances and their resources. Figure 5.3.1-1 illustrates the relation of the slice subnets, NS instances and their resources.
[image: ]
Figure 5.3.1-1: Network slice subnets
In this use case, all NFV-MANO FBs need to be aware that the NS instances and their resources need to be isolated. 
In difference to use case #2, the same service provider manages both NS instances. 
Editor’s note: We need to define the different kinds of isolation, e.g. management isolation, resource isolation.
Editor’s note: There will be different solutions for the Os-Ma-nfvo reference point to define the isolation needs, e.g. by introducing tenant management and assigning NSs, VNFs and resources to tenants or by affinity/anti-affinity-rules on NS and NS instance levels. The use case is independent of that solution. However, IFA010 today has requirements for tenant management.  

In this use case it is assumed that the NS instances of the different slice subnets can be deployed on different resources within the NFVI. For sharing of NFVI resources see other use cases.
NOTE: The network slice is not shown, since the containment of subnets and slices is invisible for NFV-MANO. The shown subnets can belong to the same slice or different slices.

[bookmark: _Toc39853127]5.3.2	Detailed User Story
Editor’s Note: To be provided.
[bookmark: _Toc39853128]5.3.2.1	Summary
In this use case, a single service provider instantiates two network slice subnets that need to be isolated. The Network Services that are needed for the network slice subnets are instantiated via the same NFVO via the Os-Ma-nfvo reference point, see ETSI GS NFV-IFA 013 [i.3]. 
During the instantiation, the service provider needs to provide the NFVO with some information whether NS instances are part of the same or different network slice subnets.
While in the previous use case, different NMTs can use separate interfaces, in this use case it is the same service provider instantiating multiple slice subnets. Thus it needs to specify some information about required isolation on the Os-Ma-nfvo reference point.
In this use case it is assumed that NFV-MANO needs to provide isolation of the NSs created for the different network slice subnets (see note). This includes resource and traffic isolation similar to affinity. In difference to the previous use case, management isolation is not needed within NFV-MANO.
NOTE: Service providers that don’t require isolation between some network services can indicate that to NFV-MANO in the same way as if NS instances would be part of the same network slice subnet.
The VIM needs to be aware whether resources are allocated to the same or a different network slice subnet.
As specified in ETSI GS NFV-IFA 005 [i.9] and ETSI GS NFV-IFA 006 [i.10], the VIM uses resource groups to identify the necessary isolation.
[bookmark: _Toc39853129]5.3.2.2	Actor(s)
Table 5.3.2.2-1 describes the use case actors and roles.
Table 5.3.2.2-1: Use case #3, actors and roles
	#
	Actor
	Description

	1
	OSS
	OSS or other management system of the service provider.
The description of this use case doesn’t distinguish different components in the OSS/BSS layer. Therefore no network slice subnet management functionality is mentioned.

	3
	NFVO
	NFV Orchestrator for the NS instances involved.

	4
	VNFM
	VNF Manager for the VNFs involved

	5
	VIM
	VIM managing the NFVI hosting all resources involved

	6
	VNFs
	VNFs needed for the NS



[bookmark: _Toc39853130]5.3.2.3	Pre-Conditions
Table 5.3.2.3-1 describes the pre-conditions.
Table 5.3.2.3-1: Use case #3, pre-conditions
	#
	Pre-condition
	Description

	1
	NFV-MANO (VIM, NFVO and VNFM) is running.
	

	2
	NMT1 and NMT2 have established the necessary business relationship with the provider of the NFV environment allowing them to deploy their services.
	This includes that NFV-MANO is aware of the necessary isolation of NSs and their constituents.

	3
	The OSS has prepared the necessary NFV packages and templates (e.g. NSD, VNFD) for the onboarding
	



[bookmark: _Toc39853131]5.3.2.4	Description
Table 5.3.2.4-1 describes the flow for onboarding an NS to be used for the network slice subnet. There is no difference to the standard flow. The onboarding is not specific for a network slice subnet, but the onboarded NS can be instantiated multiple times for multiple network slice subnets.
Table 5.3.2.4-1: Base flow for onboarding an NS
	#
	Flow
	Description

	1
	OSS -> NFVO
	OSS requests NFVO to onboard the NS, providing the NSD.

	2
	NFVO
	NFVO executes the onboarding.

	3
	NFVO -> OSS
	NFVO acknowledges the onboarding

	4
	OSS -> NFVO
	OSS subscribes for notifications. See note.

	5
	OSS -> NFVO
	OSS requests NFVO to onboard the necessary VNFs, providing the VNF packages and VNFDs.

	6
	NFVO
	NFVO executes the onboarding.

	7
	NFVO -> OSS
	NFVO acknowledges the onboarding

	NOTE:	Subscription can also be done earlier.



Table 5.3.2.4-2 describes the flow for instantiating an NS for the network slice subnet. There is no difference to the standard flow. The description only highlights some aspects related to identify the subnet, which is mainly during steps 2, 7, 9 and 10.
Table 5.3.2.4-2: Base flow for instantiating an NS for NMT1
	#
	Flow
	Description

	1
	OSS -> NFVO
	OSS requests instantiation of the NS.

	2
	NFVO
	NFVO validates the requests.
NFVO checks that all necessary VNFs are onboarded.
NFVO checks resource availability for the VNF instantiation. See note 1.

	3
	NFVO -> OSS
	NFVO acknowledges the NS instantiation request.

	4
	OSS -> NFVO 
	OSS subscribes for the relevant notifications. See note 2.

	5
	NFVO
	NFVO validates the requests.

	6
	NFVO -> OSS
	NFVO acknowledges the subscriptions.

	7
	NFVO -> VNFM
	NFVO requests instantiation of the VNFs as required for the NS according to the deployment flavour specifying proper resource groups to indicate the necessary isolation of the network slice subnets. See note 1 and note 3.

	8
	VNFM
	VNFM validates the request. This includes package validation.

	9
	VNFM -> VIM
	VNFM requests the necessary resources for the VNFs specifying proper resource groups to indicate the necessary isolation of the network slice subnet. See note 4.

	10
	VIM
	VIM allocates the resources keeping track of the resource groups.

	11
	VIM -> VNFM
	VIM provides VNFM with the resources for the VNFs.

	12
	VNFM -> VNF
	VNFM finalizes the instantiation including configuration and VNF specific operations if needed.

	13
	VNFM -> NFVO
	VNFM acknowledges the VNF instantiation.

	14
	NFVO -> OSS
	NFVO acknowledges the NS instantiation.

	NOTE 1:	This step is simplified to avoid two flows for direct or indirect mode. Also allocation of other NS resources is not shown.
NOTE 2:	Subscription can also be done earlier.
NOTE 3:	This use case does not cover nested NSs which will be covered in separate use case.
NOTE 4:	VIM needs to distinguish the resource groups indicating the isolation requirements of the network slice subnets, so the NFVI is able to provide resource isolation, e.g. network isolation.



[bookmark: _Toc39853132]5.3.2.5	Post-Conditions
Table 5.3.2.5-1 describes the post-conditions.
Table 5.3.2.5-1: Use case #3, post-conditions
	#
	Post-condition
	Description

	1
	VNFs and NSs are correctly instantiated.
	

	2
	Resources are allocated as per information related to network slice subnets.
	

	3
	NFVI has all information to isolate resources between network slice subnets.
	This includes the necessary information for network isolation if required.




[bookmark: _Toc39853133]5.3.3	Variants
[bookmark: _Toc39853134]5.3.3.1	Variant: Network Slice Subnets use instances of the same NS
In the use case above, it is assumed that subnet 1 and subnet 2 are implemented using different network services. In a variant of this use case, two subnets can be implemented by instances of the same NS. In that case, the instances may also use instances of the same VNF.
Figure 5.3.3.1-1 illustrates the relation of the slice subnets, NS instances and their resources in this variant.
[image: ]
Figure 5.3.3.1-1: Network slice subnets implemented by the same NS
[bookmark: _Toc39853135]5.3.3.2	Variant: Multiple NS instances in the same network slice subnet
A slice subnet may contain multiple network services or network service instances. In figure 5.3.3.2-1 it is illustrated that both network slice subnet instances contain instances from two network services. Within a network slice subnet, no isolation needs to be provided. Thus the “red” virtual resources 1 and 3 don’t need isolation.
[image: ]
Figure 5.3.3.2-1: Network slice subnets with multiple NS instances


[bookmark: _Toc39853136]5.3.4	Analysis
Editor’s Note: To be provided.The isolation needs in this use case are very similar as in use case #2. Resource groups can be used at the interface to VNFM and VIM in the same way as described in clause 5.2.4. In this use case, no management isolation is needed, but the same service provider will need to specify the isolation needs on the Os-Ma-nfvo reference point.
In the easiest way, NFVO would isolate every NS instance. In that case, no additional information needs to be shared between OSS and NFVO. In a more complex scenario, see the variant in clause 5.3.3.2, multiple Network Services or instances could share the same resource groups of VNFM and VIM if they are part of the same network slice subnet and don’t require isolation. In that case, additional information about necessary isolation needs to be provided on the Os-Ma-nfvo reference point (see ETSI GS NFV-IFA 013, [i.6]).

[bookmark: _Toc39853137]5.4	Use Case #4: Nested network services
[bookmark: _Toc39853138]5.4.1	Motivation
This use case shows nested network services as introduced with ETSI GS NFV-IFA 030 [i.7]. In Figure 5.4.1-1 NS 3 is a nested NS of NS 1, similarly, NS4 is a nested NS of NS 2. Both NS 1 and NS 3 thus belong to Service Provider 1, NS 2 and NS 4 thus belong to Service Provider 2. Isolation between NS 1 and NS 3 and their constituents is not needed, similarly for NS 2 and NS 4. They could even share resources. But NS 3 and NS 4 and their resources need to be isolated.

[image: ]
Figure 5.4.1-1: Nested Network Service
In this use case, all NFV-MANO FBs need to be aware which resources can be shared or need to be isolated. In particular this means:
· NS 1 and NS 3 and their constituents may share resources.
· NS 2 and NS 4 and their constituents may share resources.
· Resource isolation is needed between even and odd numbered NSs/VNFs/resources.
· NS 3 and NS 4 need isolation, both for management access and for resources.

In this use case the term NFV-MANO tenant (NMT) is not used. Here two different types of NMTs can be seen. The service providers consume the NFVO interfaces via the Os-Ma-nfvo reference point and thus are NFV-MANO tenants. Also NFVO1 and NFVO2 consume NFVO interfaces of NFVO3 (via the Or-Or reference point specified in ETSI GS NFV-IFA 030 [i.7]) and thus can be seen as NFV-MANO tenants. 
One of the goals of this use case is to illustrate that the NFVI resources of VNF1 and VNF3 (marked red in the diagram) are consumed by the same service provider and thus isolation may be not necessary between them. Similarly for the resources marked green and consume by Service Provider 2.

[bookmark: _Toc39853139]5.4.2	Detailed User Story
Editor’s Note: To be provided.
[bookmark: _Toc39853140]5.4.3	Variants
The following figure 5.4.3-1 shows in addition to figure 5.5.1-1 a network service NS5 instantiated in NFVO3 side by side to the nested NS3.

[image: ]
Figure 5.4.3-1: Nested Network Service and other NS by same tenant
In this variant, the resources of NS3 and NS5, both orchestrated from NFVO3, don’t require isolation. NFVO3 can know this only, if the tenancy information coming over Or-Or reference point from NFVO1 and the tenancy information coming directly from Service Provider 1 can be matched.


[bookmark: _Toc39853141]5.4.4	Analysis
Editor’s Note: To be provided.

[bookmark: _Toc26543825][bookmark: _Toc39853142]5.5	Use Case #5: Tenants of a service provider
[bookmark: _Toc39853143]5.5.1	Motivation
3GPP TR 28.804 [i.11] analyses environments where a service provider offers 3GPP management services to multiple tenants. For this use case, there are two different options forseen, which are illustrated in figures 5.5.1-1 and 5.5.1-2.
In option 1, the tenants are represented by a single management service consumer instance. Related management data isolation is currently not required by 3GPP. Only fault and performace data need to be identified per tenant.
[image: ]
Figure 5.5.1-1: Option 1: Multiple tenants represented by single management service consumer, while consuming the same management service
In this option, the NFVO is not aware of the different tenants. Isolation between the NSs of the different tenants is not provided. Fault and performance data identification can be done outside the NFV system.

In option 2, each tenant is represented by a dedicated management service consumer. The related management data isolation is partially provided (e.g. by dedicated management service consumer).

[image: ]
Figure 5.5.1-2: Option 2: Each tenant represented by dedicated management service consumer, while consuming the same management service
In this option, each management service consumer can act as a separate NFV-MANO tenant and isolation can be provided as illustrated in the other use cases.
Note: In this option, the management service consumers could be instances of the same NFV-MANO provider.
Accoording to 3GPP TR 28.804 [i.11], combinations of these options will be possible.
[bookmark: _Toc26543820][bookmark: _Toc39853144]5.5.2	Detailed User Story
Editor’s Note: To be provided.

[bookmark: _Toc26543816][bookmark: _Toc39853145]5.5.3	Variants
Editor’s Note: To be provided.
[bookmark: _Toc26543817][bookmark: _Toc39853146]5.5.4	Analysis
Editor’s Note: To be provided.

[bookmark: _Toc39853147]5.6	Two users with own MANO stack managed by provider MANO 
[bookmark: _Toc39853148]5.6.1	Motivation
This use case describes the scenario where the two users are provided own NFV-MANO stacks, referred to as tenant MANO (tMANO) stack, whereas the management autonomy is managed and monitored by the provider MANO (pMANO) system. In this use case it is assumed that the pMANO system is also owned by the owner of the NFVI-POP. The main motivation is not only to decentralize the NFV MANO system but also provide each NMT with the autonomy to manage their own services and resources. The level of management autonomy granted to the tMANO stack will be determined and managed by the pMANO system. The scope of management autonomy can also be negotiated between the tMANO and the pMANO. The pMANO will also monitor the operations of the tMANO stack(s) to ensure compliance with the agreed management autonomy. For operations that are outside the management scope of the tMANO system will be executed by the pMANO system. Figure 5.X.1-1 shows two tMANO systems that are being used by two NMTs. However, both these tMANO systems and the NFVI resources are under the full adminsitrative control of the provider MANO. The functional and operational scope of the respective tMANO systems is determined by the pMANO system, which will give the NMTs the autonomy to manage their own domains within the prescribed scope. 
Editor’s note: The notion of the term user needs to be clarified. 

[image: ]
Figure 5.6.1-1: Tenant MANO systems managed by the provider MANO system
[bookmark: _Toc39853149]5.7	Isolation of containerized VNF instances
Editor’s Note: Here two tenants (level to be defined) use instances of the may be the same VNF, while that VNF is implemented using container technology as discussed in IFA029. While isolation is provided on NFVI level, it needs to be discussed how tenancy information is transferred to the NFVI.
[bookmark: _Toc39853150]5.8	Provide Isolation on different levels
Editor’s Note: Illustrate via use cases that different levels of isolation (virtual, physical server, different NFVI/VIM) can be provided
[bookmark: _Toc39853151]6	Analysis
· Impacts on requirements and reference points
[bookmark: _Toc39853152]7	Recommendations
[bookmark: _Toc39853153]8	Conclusions
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