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Essential patents 
IPRs essential or potentially essential to normative deliverables may have been declared to ETSI. The information pertaining to these essential IPRs, if any, is publicly available for ETSI members and non-members, and can be found in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETSI in respect of ETSI standards", which is available from the ETSI Secretariat. Latest updates are available on the ETSI Web server (https://ipr.etsi.org).
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Trademarks
The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners. ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does not constitute an endorsement by ETSI of products, services or organizations associated with those trademarks.
[bookmark: _Toc451530559][bookmark: _Toc486252071][bookmark: _Toc486252113][bookmark: _Toc486252142][bookmark: _Toc486253360][bookmark: _Toc486322822][bookmark: _Toc37887836]Foreword
[bookmark: For_tbname]This Group Specification (GS) has been produced by ETSI Industry Specification Group Network Functions Virtualisation (NFV).

[bookmark: _Toc451530561][bookmark: _Toc486252073][bookmark: _Toc486252115][bookmark: _Toc486252144][bookmark: _Toc486253362][bookmark: _Toc486322824][bookmark: _Toc37887837]Modal verbs terminology
In the present document "shall", "shall not", "should", "should not", "may", "need not", "will", "will not", "can" and "cannot" are to be interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of provisions).
"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.
[bookmark: _Toc451530564][bookmark: _Toc486252076][bookmark: _Toc486252118][bookmark: _Toc486252147][bookmark: _Toc486253365][bookmark: _Toc486322827]

[bookmark: _Toc37887838]1	Scope
 The document reports about issues when it comes to fulfilling VNF networking requirements with the NFV framework.. As part of the study this document briefly reports inter-site and intra-site connectivity technologies, including the recent advances made therein, and use cases on how they can be used to fulfil the intra-site and inter-site connectivity services and fulfil VNF networking requirements within the scope of NFV framework.
The document then proceeds to analyse the intra-site interactions on the [NF-Vi]/N reference point, network provisioning across network domain boundaries, efficient interworking of overlay and underlay network provisioning, and management and operations for Connectivity Service with recent traffic engineering technologies.
Finally, based on the analysis the document collects and proposes a set of recommendations for enabling intra- and inter-site connectivity services within the NFV framework with reference to the enabling connectivity technologies.

[bookmark: _Toc451530565][bookmark: _Toc486252077][bookmark: _Toc486252119][bookmark: _Toc486252148][bookmark: _Toc486253366][bookmark: _Toc486322828][bookmark: _Toc37887839]2	References
[bookmark: _Toc451530566][bookmark: _Toc486252078][bookmark: _Toc486252120][bookmark: _Toc486252149][bookmark: _Toc486253367][bookmark: _Toc486322829][bookmark: _Toc37887840]2.1	Normative references
References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
Referenced documents which are not found to be publicly available in the expected location might be found at https://docbox.etsi.org/Reference.
NOTE:	While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee their long term validity.
The following referenced documents are necessary for the application of the present document.
[1]	ETSI GS NFV-IFA 032: "Network Functions Virtualisation (NFV) Release 3; Management and Orchestration; Interface and Information Model Specification for Multi-Site Connectivity Services".

[bookmark: _Toc451530567][bookmark: _Toc486252079][bookmark: _Toc486252121][bookmark: _Toc486252150][bookmark: _Toc486253368][bookmark: _Toc486322830][bookmark: _Toc37887841]2.2	Informative references
References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
NOTE:	While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee their long term validity.
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[i.1]	ETSI GS NFV 003: "Network Functions Virtualisation (NFV); Terminology for Main Concepts in NFV".
[1.2]	ETSI GS NFV-INF 005
[i.3]	ETSI GS NFV-EVE 005
[i.4]	ETSI GS NFV IFA 022
[i.5]	ETSI GS NFV-EVE 003 Report on NFVI Node Physical Architecture Guidelines 
[i.6]	RFC7938 Use of BGP for Routing in Large-Scale Data Centers

[bookmark: _Toc451530568][bookmark: _Toc486252080][bookmark: _Toc486252122][bookmark: _Toc486252151][bookmark: _Toc486253369][bookmark: _Toc486322831][bookmark: _Toc37887842]3	Definitions, symbols and abbreviations
[bookmark: _Toc451530569][bookmark: _Toc486252081][bookmark: _Toc486252123][bookmark: _Toc486252152][bookmark: _Toc486253370][bookmark: _Toc486322832][bookmark: _Toc37887843]3.1	Definitions
For the purposes of the present document, the terms and definitions given in ETSI GS NFV 003 [i.1], ETSI GS NFV-IFA 032 [1] and the following apply:

[bookmark: _Toc1985684][bookmark: _Toc5019868][bookmark: _Toc9851902][bookmark: _Toc37887844]3.2	Symbols
For the purposes of the present document, the [following] symbols [given in… and the following] apply:
Editor’s Note:	If there are no symbols to be listed, the text block above will be replaced by “Void”.

[bookmark: _Toc451530571][bookmark: _Toc486252083][bookmark: _Toc486252125][bookmark: _Toc486252154][bookmark: _Toc486253372][bookmark: _Toc486322834][bookmark: _Toc37887845]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in ETSI GS NFV 003 [i.1] and the following apply:
<1st ACRONYM> [tab]<Explanation> (style EW)
<3rd ACRONYM> [tab]<Explanation> (style EX)
[bookmark: _Toc451530572][bookmark: _Toc486252084][bookmark: _Toc486252126][bookmark: _Toc486252155][bookmark: _Toc486253373][bookmark: _Toc486322835][bookmark: _Toc37887846]4	Overview of latest connectivity technologies 
[bookmark: _Toc451530573][bookmark: _Toc486252085][bookmark: _Toc486252127][bookmark: _Toc486252156][bookmark: _Toc486253374][bookmark: _Toc486322836][bookmark: _Toc37887847]4.1	Introduction
Editor’s Note: This clause will provide an introduction to the main content and scope of clause 4.
Text here…
[bookmark: _Toc37887848]4.1.1	NFVI-PoP infrastructure architecture and virtual networks 
In ETSI-NFV, virtual link [i.1] is defined as a set of connection points along with the connectivity relationship between them and any associated target performance metrics (e.g. bandwidth, latency, QoS), and is supported by a virtual network of the NFVI. Then Infrastructure Network domain was studied in ETSI GS NFV-INF 005 [i.2], however, information regarding the following details have been limited in relevant ETSI NFV reports:
· how the NFV network infrastructure is composed,
· how the virtualised network is instantiated within the network infrastructure,
· how the virtualised network is interconnected with physical networks.

The shape of the network infrastructure was studied in ETSI GS NFV-EVE 003 [i.5], the physical nodes in NFVI-PoP including computing, storage and network nodes that provide processing, storage and connectivity to VNFs through the virtualisation layer (e.g. hypervisor). The connectivity is typically supported by configurations in a multi-tiered network topology in a single NFVI-PoP where the network nodes are categorized as follows:
· A network node, which hosts compute and storage nodes, and connects to other network nodes (e.g. Top of Rack (ToR) switch, access switch, leaf switch, etc.);
· A network node, which interconnects other network nodes (e.g. aggregation switch, spine switch, etc.);
· A network node, which connects the NFVI-PoP to transport network (e.g. gateway router).

The network infrastructure that characterizes a NFVI-PoP is similar to a generic multi-tiered data centre network architecture described in [i.6]. Such a multi-tiered network topology is often referred to as a Leaf and Spine network, where the top tier (i.e., Tier 1) node of this multi-tiered network infrastructure is a data centre gateway node that provides connectivity to external networks (e.g. Internet, VPN, etc) over a Wide Area Network (WAN). The tier 2 node is the spine switches and tier 3 node(s)  form the Leaf switch(es). 
In Annex X, examples are introduced to highlight how virtualised networks are instantiated.

[bookmark: _Toc37887849]4.2	Summary of Intra-site Connectivity Technologies
Editor’s Note: This clause will provide overview of latest connectivity technologies that are used to enable networking within NFVI-PoPs, such as VLAN, VxLAN, SDN, GRE etc. The summary will be in terms of key features and limitations of referenced technologies.
[bookmark: _Toc37887850]4.2.1	Overview of <Connectivity Technology A> 
Editor’s Note: This clause will highlight the key features and limitations of <connectivity technology A>.
Text here…
[bookmark: _Toc37887851]4.2.2	Overview of <Connectivity Technology B>
Editor’s Note: This clause will highlight the key features and limitations of <connectivity technology B>.
Text here …………
[bookmark: _Toc37887852]4.3	Summary of Inter-site Connectivity Technologies
Editor’s Note: This clause will provide overview of latest connectivity technologies that are used to enable internetworking between two or more NFVI-PoPs, such as Segment Routing, VPN, MPLS-TE, L2VPN, L3VPN etc,. The summary will be in terms of key features and limitations of referenced technologies.
[bookmark: _Toc37887853]4.3.1	Overview of <Connectivity Technology A>
Editor’s Note: This clause will highlight the key features and limitations of <connectivity technology A>.
Text here…
[bookmark: _Toc37887854]4.3.2	Overview of <Connectivity Technology B>
Editor’s Note: This clause will highlight the key features and limitations of <connectivity technology B>.
Text here…
[bookmark: _Toc23922719][bookmark: _Toc37887855]5	Intra-site Connectivity Services and Enabling Technologies
[bookmark: _Toc37887856]5.1	Introduction
Editor’s Note: This clause will provide an introduction to the main content and scope of clause 5.
Text here…
[bookmark: _Toc23922720][bookmark: _Toc37887857]5.2	Networking Infrastructure and	Virtual Networks 
Editor’s Note: This clause should provide different network models (e.g., undelay, overlay, infrastructure) for providing connectivity services in order to interconnect VNF(s)/VNFC(s) within the same NFVI-PoP. 
Text here…
[bookmark: _Toc23922721][bookmark: _Toc37887858]5.3	Enabling technologies and network resources
Editor’s Note: This clause should highlight how the connectivity service and models are deployed, configured and managed by which technologies (e.g., SDN, GRE, VxLAN, VLAN etc) highlighted in Clause 4.2, and how they interact, via the VIM, with infrastructure (virtual/physical) network resources.
Text here…
[bookmark: _Toc23922722][bookmark: _Toc37887859]5.4		Analysis –
Editor’s Note: This Clause will provide an analysis from the perspective of the deployment, interoperability and management.
Text here…
[bookmark: _Toc23922723][bookmark: _Toc37887860]5.4.1	Reference points and interfaces considerations
Editor’s Note: This clause should analyse the impact of virtual network deployment models on the affected reference point (e.g., Nf-Vi, Vn-Nf) and respective interfaces.
Text here…
[bookmark: _Toc23922724][bookmark: _Toc37887861]5.4.2	OAM considerations
Editor’s Note: This clause should provide how the different enabling technologies/protocols will impact on the NFV-MANO system for the OAM of the Intra-site connectivity services. This shall include, but not limited to, address management, virtual network configuration management, performance management, fault management, capacity management, topology management etc.
Text here…
[bookmark: _Toc23922725][bookmark: _Toc37887862]6	Inter-site Connectivity Services and Enabling Technologies
[bookmark: _Toc37887863]6.1	Introduction
Editor’s Note: This clause will provide an introduction to the main content and scope of clause 6.
Text here…

[bookmark: _Toc23922726][bookmark: _Toc37887864]6.2		Networking Infrastructure and	Virtual Networks 
Editor’s Note: This clause should provide connectivity services and network models (e.g., undelay, overlay, infrastructure) for enabling multi-site connectivity services. 
Text here…
[bookmark: _Toc23922727][bookmark: _Toc37887865]6.3	Enabling technologies and network resources
Editor’s Note: This clause should highlight how the connectivity service and models are deployed, configured and managed by which technologies (e.g., MPLS-TE, Segment Routing, L2/L3 VPN, SD-WAN, VLAN etc.) highlighted in Clause 4.3, and the role of WIM in enabling these services with reference to WAN Infrastructure resources.
Text here…
[bookmark: _Toc23922728][bookmark: _Toc37887866]6.4		Analysis –
Editor’s Note: This Clause will provide an analysis from the perspective of the deployment, interoperability and management. 
[bookmark: _Toc23922729][bookmark: _Toc37887867]6.4.1	Reference points and interfaces considerations
Editor’s Note: This clause should analyse the impact on the affected reference point (e.g., Or-Vi, Or-Or) and respective interfaces. 
Text here…
[bookmark: _Toc23922730][bookmark: _Toc37887868]6.4.2	OAM considerations
Editor’s Note: This clause should provide how the different enabling technologies/protocols will impact on the NFV-MANO system for the OAM of the Inter-site connectivity services. This shall include, but not limited to, address management, virtual network configuration management, performance management, fault management, capacity management, topology management etc.
[bookmark: _Toc23922731][bookmark: _Toc37887869]7	Recommendations 
Editor’s Note: This clause will provide a set of recommendations derived from the analysis in Clause 5 and Clause 6 and, where applicable, provide suggestions on how to proceed with addressing highlighted issues. 
[bookmark: _Toc37887870]7.1	Introduction
Editor’s Note: This clause will provide an introduction to the main content and scope of clause 7.
Text here…
[bookmark: _Toc37887871]7.2		Recommendations on intra-site connectivity services and enabling technologies
Editor’s Note: This clause will provide a set of recommendations derived from the analysis in Clause 5
Text here…
7.3		Recommendations on inter-site connectivity services and enabling technologies
Editor’s Note: This clause will provide a set of recommendations derived from the analysis in Clause 6
Text here ….
[bookmark: _Toc37887872]8	Conclusion
Editor’s Note: This clause will provide concluding remarks
Text here…

[bookmark: _Toc451530575][bookmark: _Toc486252087][bookmark: _Toc486252129][bookmark: _Toc486252158][bookmark: _Toc486253376][bookmark: _Toc486322838]

[bookmark: _Toc37887873]Annex A (informative):
Examples about Network infrastructure architecture and virtual networks )
[bookmark: _Toc37887874] A.1	Networking infrastructure in OpenStack without SDN support
In the basic OpenStack deployment, networking services are executed on the OpenStack controller and compute node. The controller node runs network management, network plugins, networking agents (e.g. L3 agent, DHCP agent etc). The compute and controller nodes runs networking agents (e.g. Open vSwitch agent, Linux bridge agent, SRIOV NIC Switch agent, MacVTap agent etc) to manage virtual networks connecting the instantiated virtual machines (VMs). As shown in Figure A.1, the controller and compute nodes are attached to the switch fabric of the leaf and spine architecture [i.6]. The DC gateway node works as a border router connecting to external networking infrastructure (e.g. Wide Area Network (WAN), Internet, VPN etc).  
There are two types of virtualised network, provider and tenant networks, supported in OpenStack. The provider network is a Layer 2 network instantiated by the administrator. The provider network is mapped on to the physical network and publicly routable to and from other external network through the DC gateway node. On the other hand, tenant network is a private Layer 2 network instantiated by tenant users. Each tenant network is isolated from other provider and tenant networks. By attaching to the OpenStack Neutron routers, the tenant networks become reachable to each other. 
A provider network can be configured as a flat network configuration or VLAN network configuration. As shown in Figure A.1, in the flat configuration, a single Layer 2 network is shared between multiple virtual machines and the Layer 2 network is terminated by the routing instance (e.g., VRF) in the DC gateway node. In this case, all attached VMs share the same broadcast domain.

[image: ]
Figure A.1 Provider network with flat configurations
Figure A.2 shows another case where multiple provider networks are realized based on VLAN configurations. Those Layer 2 networks are logically isolated on the leaf and spine switch fabric, and are terminated by individual routing instances on the DC gateway node. Traffic from multiple VLANs can traverse over a single physical link between the compute node and a leaf switch if switch ports are configured as trunks. 


[image: ]
Figure A.2 Provider network with VLAN configurations

Figure A.3 shows another connectivity model where a tenant network is realized with overlay networking technologies such as GRE or VXLAN. As described, the tenant network needs to be connected with a Neutron router to enable reachability to other provider and tenant networks. The Neutron router to which the tenant network attaches needs to be configured as a gateway between the tenant and provider networks. 

[image: ]
Figure A.3 Provider and tenant network with Neutron router
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Title of annex (style H8)
[bookmark: _Toc451530577][bookmark: _Toc486252089][bookmark: _Toc486252131][bookmark: _Toc486252160][bookmark: _Toc486253378][bookmark: _Toc486322840][bookmark: _Toc37887876]B.1	First clause of the annex (style H1)
[bookmark: _Toc451530578][bookmark: _Toc486252090][bookmark: _Toc486252132][bookmark: _Toc486252161][bookmark: _Toc486253379][bookmark: _Toc486322841][bookmark: _Toc37887877]B.1.1	First subdivided clause of the annex (style H2)
<Text>.
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