ETSI GR NFV-IFA 035 V0.56.0 (2021-091)
23

[bookmark: doctype][bookmark: pages12]Disclaimer
The present document has been produced and approved by the <long ISGname> (<short ISGname>) ETSI Industry Specification Group (ISG) and represents the views of those members who participated in this ISG.
It does not necessarily represent the views of the entire ETSI membership.
[bookmark: docversion][bookmark: docdate]ETSI GR NFV-IFA 035 V0.56.0 (2021-091)
[bookmark: doctitle]Network Functions Virtualisation (NFV) Release 4;
Management and Orchestration;
Architectural Framework Report on network connectivity integration and operationalization for NFV


GROUP SPECIFICATION
[bookmark: doclogo]

<
[image: ETSI_BG_final_new]
Disclaimer: This DRAFT is a working document of ETSI ISG NFV. It is provided for information only and is still under development within ETSI ISG NFV. DRAFTS may be updated, deleted, replaced, or obsoleted by other documents at any time.
ETSI and its Members accept no liability for any further use/implementation of the present DRAFT.
Do not use as reference material.
Do not cite this document other than as "work in progress".
· ETSI NFV public DRAFTS are available in: http://docbox.etsi.org/ISG/NFV/Open/Drafts/
· Report FEEDBACK via the NFV issue tracker: http://nfvwiki.etsi.org/index.php?title=NFV_Issue_Tracker
· Approved and PUBLISHED deliverables shall be obtained via the ETSI Standards search page at: http://www.etsi.org/standards-search



[bookmark: page2]Reference
DGR/NFV-IFA035
Keywords
API, MANAGEMENT, MANO, NFV

[bookmark: ETSIinfo]ETSI
650 Route des Lucioles
F-06921 Sophia Antipolis Cedex - FRANCE

Tel.: +33 4 92 94 42 00   Fax: +33 4 93 65 47 16

Siret N° 348 623 562 00017 - NAF 742 C
Association à but non lucratif enregistrée à la
Sous-préfecture de Grasse (06) N° 7803/88



Important notice
The present document can be downloaded from:
http://www.etsi.org/standards-search
The present document may be made available in electronic versions and/or in print. The content of any electronic and/or print versions of the present document shall not be modified without the prior written authorization of ETSI. In case of any existing or perceived difference in contents between such versions and/or in print, the only prevailing document is the print of the Portable Document Format (PDF) version kept on a specific network drive within ETSI Secretariat.
Users of the present document should be aware that the document may be subject to revision or change of status. Information on the current status of this and other ETSI documents is available at https://portal.etsi.org/TB/ETSIDeliverableStatus.aspx
[bookmark: mailto]If you find errors in the present document, please send your comment to one of the following services:
https://portal.etsi.org/People/CommiteeSupportStaff.aspx 
Copyright Notification
No part may be reproduced or utilized in any form or by any means, electronic or mechanical, including photocopying and microfilm except as authorized by written permission of ETSI.
The content of the PDF version shall not be modified without the written authorization of ETSI.
The copyright and the foregoing restriction extend to reproduction in all media.

[bookmark: copyrightaddon]© ETSI 2019.
[bookmark: tbcopyright]All rights reserved.

DECTTM, PLUGTESTSTM, UMTSTM and the ETSI logo are trademarks of ETSI registered for the benefit of its Members.
3GPPTM and LTETM are trademarks of ETSI registered for the benefit of its Members and
of the 3GPP Organizational Partners.
oneM2M logo is protected for the benefit of its Members.
GSM® and the GSM logo are trademarks registered and owned by the GSM Association.


Contents
Intellectual Property Rights	6
Foreword	6
Modal verbs terminology	6
1	Scope	7
2	References	7
2.1	Normative references	7
2.2	Informative references	7
3	Definitions, symbols and abbreviations	9
3.1	Definitions	9
3.2	Symbols	9
3.3	Abbreviations	9
4	Overview of latest connectivity technologies	9
4.1	Introduction	9
4.1.1	NFVI-PoP infrastructure architecture and virtual networks	9
4.2	Summary of Intra-site Connectivity Technologies	10
4.2.1	Overview of Virtualised Network Resources	10
4.2.2	Overview of Internal Virtualised Network Resource	10
4.2.3	Overview of External Virtualised Network Resource	10
4.2.4	Network isolation technologies	11
4.2.5	Routers/ Gateways for interconnecting virtualised network resources	11
4.3	Summary of Inter-site Connectivity Technologies	11
4.3.1	Connectivity service for L3VPN Service	11
4.3.2	Connectivity service for L2VPN Service	12
4.3.3	Overview of Carrier Ethernet Service 	13
4.3.Y	Overview of <Connectivity Technology B>	13
5	Intra-site Connectivity Services and Enabling Technologies	14
5.1	Introduction	14
5.2	Networking Infrastructure and	Virtual Networks	14
5.3	Enabling technologies and network resources	14
5.4		Analysis –	14
5.4.1	Reference points and interfaces considerations	14
5.4.2	OAM considerations	14
6	Inter-site Connectivity Services and Enabling Technologies	14
6.1	Introduction	14
6.2		Networking Infrastructure and	Virtual Networks	15
6.3	Enabling technologies and network resources	15
6.4		Analysis –	15
6.4.1	Reference points and interfaces considerations	15
6.4.2	OAM considerations	15
7	Recommendations	15
7.1	Introduction	15
7.2		Recommendations on intra-site connectivity services and enabling technologies	15
8	Conclusion	16
Annex A (informative): Examples about Network infrastructure architecture and virtual networks )	17
A.1	Networking infrastructure in OpenStack without SDN support	17
A.2	Networking infrastructure in OpenStack with SDN support	18
Annex B (informative): Title of annex (style H8)	20
B.1	First clause of the annex (style H1)	20
B.1.1	First subdivided clause of the annex (style H2)	20
Annex X (informative): Bibliography	21
Annex Y (informative): Authors & contributors	22
Annex Z (informative): Change History	23
History	24



[bookmark: _Toc451530558][bookmark: _Toc486252070][bookmark: _Toc486252112][bookmark: _Toc486252141][bookmark: _Toc486253359][bookmark: _Toc486322821][bookmark: _Toc61324674]Intellectual Property Rights
Essential patents 
IPRs essential or potentially essential to normative deliverables may have been declared to ETSI. The information pertaining to these essential IPRs, if any, is publicly available for ETSI members and non-members, and can be found in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETSI in respect of ETSI standards", which is available from the ETSI Secretariat. Latest updates are available on the ETSI Web server (https://ipr.etsi.org).
Pursuant to the ETSI IPR Policy, no investigation, including IPR searches, has been carried out by ETSI. No guarantee can be given as to the existence of other IPRs not referenced in ETSI SR 000 314 (or the updates on the ETSI Web server) which are, or may be, or may become, essential to the present document.
Trademarks
The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners. ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does not constitute an endorsement by ETSI of products, services or organizations associated with those trademarks.
[bookmark: _Toc451530559][bookmark: _Toc486252071][bookmark: _Toc486252113][bookmark: _Toc486252142][bookmark: _Toc486253360][bookmark: _Toc486322822][bookmark: _Toc61324675]Foreword
[bookmark: For_tbname]This Group Specification (GS) has been produced by ETSI Industry Specification Group Network Functions Virtualisation (NFV).

[bookmark: _Toc451530561][bookmark: _Toc486252073][bookmark: _Toc486252115][bookmark: _Toc486252144][bookmark: _Toc486253362][bookmark: _Toc486322824][bookmark: _Toc61324676]Modal verbs terminology
In the present document "shall", "shall not", "should", "should not", "may", "need not", "will", "will not", "can" and "cannot" are to be interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of provisions).
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[bookmark: _Toc61324677]1	Scope
 The document reports about issues when it comes to fulfilling VNF networking requirements with the NFV framework.. As part of the study this document briefly reports inter-site and intra-site connectivity technologies, including the recent advances made therein, and use cases on how they can be used to fulfil the intra-site and inter-site connectivity services and fulfil VNF networking requirements within the scope of NFV framework.
The document then proceeds to analyse the intra-site interactions on the [NF-Vi]/N reference point, network provisioning across network domain boundaries, efficient interworking of overlay and underlay network provisioning, and management and operations for Connectivity Service with recent traffic engineering technologies.
Finally, based on the analysis the document collects and proposes a set of recommendations for enabling intra- and inter-site connectivity services within the NFV framework with reference to the enabling connectivity technologies.
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References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
Referenced documents which are not found to be publicly available in the expected location might be found at https://docbox.etsi.org/Reference.
NOTE:	While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee their long term validity.
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[bookmark: _Toc451530569][bookmark: _Toc486252081][bookmark: _Toc486252123][bookmark: _Toc486252152][bookmark: _Toc486253370][bookmark: _Toc486322832][bookmark: _Toc61324682]3.1	Definitions
For the purposes of the present document, the terms and definitions given in ETSI GS NFV 003 [i.1], ETSI GS NFV-IFA 032 [1] and the following apply:

[bookmark: _Toc1985684][bookmark: _Toc5019868][bookmark: _Toc9851902][bookmark: _Toc61324683]3.2	Symbols
For the purposes of the present document, the [following] symbols [given in… and the following] apply:
Editor’s Note:	If there are no symbols to be listed, the text block above will be replaced by “Void”.

[bookmark: _Toc451530571][bookmark: _Toc486252083][bookmark: _Toc486252125][bookmark: _Toc486252154][bookmark: _Toc486253372][bookmark: _Toc486322834][bookmark: _Toc61324684]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in ETSI GS NFV 003 [i.1] and the following apply:
<1st ACRONYM> [tab]<Explanation> (style EW)
<3rd ACRONYM> [tab]<Explanation> (style EX)
[bookmark: _Toc451530572][bookmark: _Toc486252084][bookmark: _Toc486252126][bookmark: _Toc486252155][bookmark: _Toc486253373][bookmark: _Toc486322835][bookmark: _Toc61324685]4	Overview of latest connectivity technologies 
[bookmark: _Toc451530573][bookmark: _Toc486252085][bookmark: _Toc486252127][bookmark: _Toc486252156][bookmark: _Toc486253374][bookmark: _Toc486322836][bookmark: _Toc61324686]4.1	Introduction
Editor’s Note: This clause will provide an introduction to the main content and scope of clause 4.
Text here…
[bookmark: _Toc61324687]4.1.1	NFVI-PoP infrastructure architecture and virtual networks 
In ETSI-NFV, virtual link [i.1] is defined as a set of connection points along with the connectivity relationship between them and any associated target performance metrics (e.g. bandwidth, latency, QoS), and is supported by a virtual network of the NFVI. Then Infrastructure Network domain was studied in ETSI GS NFV-INF 005 [i.2], however, information regarding the following details have been limited in relevant ETSI NFV reports:
· how the NFV network infrastructure is composed,
· how the virtualised network is instantiated within the network infrastructure,
· how the virtualised network is interconnected with physical networks.

The shape of the network infrastructure was studied in ETSI GS NFV-EVE 003 [i.5], the physical nodes in NFVI-PoP including computing, storage and network nodes that provide processing, storage and connectivity to VNFs through the virtualisation layer (e.g. hypervisor). The connectivity is typically supported by configurations in a multi-tiered network topology in a single NFVI-PoP where the network nodes are categorized as follows:
· A network node, which hosts compute and storage nodes, and connects to other network nodes (e.g. Top of Rack (ToR) switch, access switch, leaf switch, etc.);
· A network node, which interconnects other network nodes (e.g. aggregation switch, spine switch, etc.);
· A network node, which connects the NFVI-PoP to transport network (e.g. gateway router).

The network infrastructure that characterizes a NFVI-PoP is similar to a generic multi-tiered data centre network architecture described in [i.6]. Such a multi-tiered network topology is often referred to as a Leaf and Spine network, where the top tier (i.e., Tier 1) node of this multi-tiered network infrastructure is a data centre gateway node that provides connectivity to external networks (e.g. Internet, VPN, etc) over a Wide Area Network (WAN). The tier 2 node is the spine switches and tier 3 node(s)  form the Leaf switch(es). 
In Annex X, examples are introduced to highlight how virtualised networks are instantiated.

[bookmark: _Toc61324688]4.2	Summary of Intra-site Connectivity Technologies
Editor’s Note: This clause will provide overview of latest connectivity technologies that are used to enable networking within NFVI-PoPs, such as VLAN, VxLAN, SDN, GRE etc. The summary will be in terms of key features and limitations of referenced technologies.
[bookmark: _Toc61324689]4.2.1	Overview of Virtualised Network Resources  
 ETSI GS NFV-IFA 005 [i.7] specifies the Allocate Virtualised Network Resource operation for the Virtualized Network Resources Management interface produced on the Or-Vi reference, in order to instantiate intra-site connectivity in an NFVI-PoP. Specifically, the information about the intra-site connectivity is specified by the typeNetworkData input parameter, which specifies attributes such as networkType, segmentType, layer3Attributes and isShared amongst others. 
These attributes characterise the intra-site connectivity, for instance:
· The networkType attribute specifies the type of network that maps to the virtualised network, such as "vlan", "vxlan", "gre". 
· The virtualised networking technologies have an inherent feature that isolates virtualised network resources from each other. The segmentType attribute enables the identification of the respective isolated virtualised network resources, by using a value of vlan, vxlan and gre identifier etc., depending on the type of virtualised network. In the case segmentType attribute is not specified, then it characterises a flat network, which is a type of virtualised network resource in which the network traffic is handled without vlan tags.
Editor’s note: In IFA005/ 006, networkType ”flat” is not in the list of examples but the flat networking is described in segmentType.
· The layer3Attributes attribute specifies a subnet on a virtualised network resource to be instantiated. This attribute specifies further sub-attributes, which are ipVersion, gatewayIp, isDhcpEnabled, further specifying whether the virtualized network is IPv4 or IPv6, the IP address of the gateway in the subnet, and whether a DHCP service is enabled or not.
· The isShared attribute defines whether the virtualised network is shared among consumers or not.
Considering a case of OpenStack described in Annex A, there are two types of Virtualised Network Resource instantiations:
· Tenant (or self-service) network: A virtualised network managed in an OpenStack project and isolated from virtualised networks in other OpenStack projects. 
· Provider  network: A virtualised network managed by an administrator and which can be exposed to other networks
[bookmark: _Toc61324690]4.2.2	Overview of Internal Virtualised Network Resource 
 From the tenant (or self-service) network concept in OpenStack, an internal virtualised network resource has the following characteristics:
· A virtualised network resource isolated from virtualised networks in other tenants. 
· A virtualised network resource, which can be shared if “isShared” attribute is TRUE.
· A virtualised network resource hosting an IPv4/ IPv6 subnet. 

Editor’s note: further study will be given in the section 5 of the present document.
[bookmark: _Toc61324691]4.2.3	Overview of External Virtualised Network Resource
From the external network concept in OpenStack, an external virtualised network resource has the following characteristics:
· A virtualised network resource which can be exposed to other networks.
· A virtualised network resource which can be shared if “isShared” attribute is TRUE
· A virtualised network resource hosting a routable IPv4/ IPv6 subnet with other networks

Editor’s note: further study will be given in the section 5 of the present document.
[bookmark: _Toc61324692]4.2.4	Network isolation technologies
Virtualised network resources can be isolated with VLAN or encapsulation technologies.
VLAN is a well-known technology specified as IEEE 802.1Q [i.15]. The VLAN networks share the same physical network infrastructure but they are isolated from each other. The individual VLAN networks can be identified with the VLAN identifier. The valid VLAN identifiers range between 1 and 4094.
Another technique for enabling network isolation is by using encapsulation technologies. L2-frames/L3-packets belonging to a virtualised network are forwarded by encapsulating them with an outer packet header complying with the underlay network infrastructure protocol. As described in IETF RFC 8014 [i.16], the frames/packets are identified with an encapsulation identifier that identifies the virtualised network to which they belong. As examples, Virtual eXtensible Local Area Network (VXLAN) [i.17] has a 24-bit VXLAN Network Identifier (VNI), Network Virtualization using Generic Routing Encapsulation (NVGRE) [i.18] has a 24-bit Tenant Network ID (TNI) and MPLS-over-GRE [i.19] provides a 20-bit label field, which are used for identifying the virtualized network of the respective L2-frame/L3-packet. These encapsulation technologies enables using a broader range of identifiers for virtualised network resources than the VLAN technology.
[bookmark: _Toc61324693]4.2.5	Routers/ Gateways for interconnecting virtualised network resources
In the Allocate Virtualised Network Resource operation defined in ETSI GS NFV-IFA 005 [i.x], a gateway can be specified in the NetworkSubnetData information element. The gateway terminates a network and relays traffic to other networks. In the context of the NFVI-PoP environment, the following types of gateways can be considered:
· A gateway to connect an internal virtualised network resource with another internal virtualised network resource
· A gateway to connect an internal virtualised network resource with an external virtualised network resource
· A gateway to connect an external virtualised network resource with another external virtualised network resource
In an OpenStack environment, for example, the gateways between a pair of internal virtualised network resources, or between a pair of internal and external virtualised network resources are instantiated as a router, which is an OpenStack networking service, on an NFVI Compute node. The router to connect an internal virtualised network resource with an external virtualised network resource has a network interface to the NFV physical network infrastructure.
On the other hand, the gateway between a pair of external virtualised network resources are basically instantiated at a networking node hosting the external virtualised network resources (See provider networks in Annex. A). In the NFVI-PoP environment, this networking node is known as an NFVI-PoP gateway node connecting to other networks such as WAN. The gateway is specified when an external virtualised network resource is allocated in the Allocate Virtualised Network Resource operation.

[bookmark: _Toc61324694]4.3	Summary of Inter-site Connectivity Technologies
Editor’s Note: This clause will provide overview of latest connectivity technologies that are used to enable internetworking between two or more NFVI-PoPs, such as Segment Routing, VPN, MPLS-TE, L2VPN, L3VPN etc,. The summary will be in terms of key features and limitations of referenced technologies.
[bookmark: _Toc61324695]4.3.1	Connectivity service for L3VPN Service
As described in ETSI GS NFV-IFA 032 [1] and ETSI GR NFV-SOL 017 [i.22], L3VPN technology offers a Multi-Site Connectivity Service (MSCS). The connectivity service provides capabilities to exchange routing information and encapsulate data plane packets for traffic isolation over the backbone network (e.g. Wide Area Network). Besides, the connectivity service provides route isolation on a shared network infrastructure, even if different VPNs use an overlapped address space. As shown in Figure 4.3.1-1, L3VPN service is facing towards the customer, and connectivity service is represented by the L3VPN network model.
 L3VPN service model [i.20] is a YANG model, which provides the customer view of the service and focuses on communication between the customers and network operators. At this abstraction level, the L3VPN service model is basically described by VPN service information and site information where the customer wants to establish the L3VPN service. The VPN service information includes parameters such as VPN service type identification, VPN service topology (e.g any-to-any, hub-spoke, etc), and so on. The site information includes parameters to interface targeted sites with the L3VPN service. For example, “site-network-access” is characterized by bearer parameters (e.g. Ethernet, DSL, Wireless, etc), connection parameters (e.g. ipv4, ipv6), routing protocols (e.g. bgp, ospf, etc) and so on. 
The instantiation of the L3VPN service model in a backbone network is described by L3VPN network model [i.21]. Provider Edge devices (PEs) at the edge of the backbone network are network devices connecting to Customer Edge (CE) devices. In NFV context, a CE device is considered as an NFVI-PoP Gateway, which terminates external virtualised network resources defined in the context of intra-site connectivity. In the context of L3VPN network model [i.21], the “VPN Network Access” represents the network interfaces to host the requested bearers in the L3VPN service model. The VPN Network Access is associated to a given “VPN Node”, which is mapped to a virtual routing function (VRF). In this way, the requested site-network-access between CEs and PEs is terminated by the VPN Node in the PE device. PE devices may hosts multiple VPN Nodes connecting to different NFVI-PoP Gateways. Within the backbone network, traffic engineered networks (e.g MPLS, Segment Routing, Optical Transport Network) could be used to support the L3VPN service. With traffic engineering, benefits such as path computations for a sequence of router hops, guaranteed bandwidth, path-protection are leveraged to support L3VPN services. In L3VPN [i.23], for example, Peered PE devices exchange VPN labels as Network Layer Reachability Information (NLRI) used in MP-BGP. The VPN label is put in data plane packets and the VPN label is used to determine a destination VPN Node connected to the targeted NFVI-PoP Gateway. 
 [image: ]
Figure 4.3.1-1 L3VPN service and Connectivity Service
[bookmark: _Toc61324696]4.3.2	Connectivity service for L2VPN Service
A Layer 2 VPN (L2VPN) service, discussed in ETSI GS NFV-IFA 032 [1] and ETSI GR NFV-SOL 017 [TBD: Added after L3VPN is accepted], offers another Multi-Site Connectivity Service (MSCS) for interconnecting multiple sites to exchange L2 traffic over a shared backbone infrastructure (e.g. Wide Area Network). Multiple L2VPN service types are introduced in the L2VPN service model [i.24]. 
As shown in Figure 4.3.2-1, the L2VPN service model [i.24] is a YANG model, which provides the customer view of the service and focuses on communication between the customers and network operators. In an NFV framework, a user is an NFV-MANO service user who needs connectivity to interconnect resources in multiple NFVI-PoPs. At this abstraction level, the L2VPN service model basically describes the VPN service information and site information where the customer wants to establish the L2VPN service. “vpn-service” contains a list of VPN service types (e.g. Pseudowire service, Virtual Private Wire Service (VPWS), Virtual Private LAN Service (VPLS), EVPN service etc.), the VPN service topology (e.g. any-to-any, hub-spoke, etc.), and so on. “site” includes a list of properties that are used to interface targeted sites with the L2VPN service. For example, “site-network-access” is characterized by bearer parameters (e.g. Ethernet, DSL, Wireless, etc.), connection parameters for the Layer 2 protocol parameters of the attachment (e.g. encapsulation-type, untagged/ tagged-interface, vlan/ circuit-id) and so on.
The instantiation of the L2VPN service model in a backbone network is described by L2VPN network model [i.25]. The Provider Edge devices (PEs) at the edge of the backbone network are network devices connecting to Customer Edge (CE) devices , which in the NFV context are NFVI-PoP gateways. In the context of L2VPN network model [i.25], “vpn-network-accesses” represents the network interfaces to host the requested bearers in the L2VPN service model. “vpn-network-accesses” is associated to a given “vpn-node”, which is an instance for the L2VPN service. In this way, the requested “site-network-access” between CEs and PEs is terminated by “vpn-node” in the PE device. PE devices may hosts multiple “vpn-nodes” connecting to different NFVI-PoP Gateways. Within the backbone network, traffic engineered networks (e.g. RSVP-TE, Segment Routing) or overlay networks (e.g. GRE, VXLAN) can be used to support the L2VPN service. Data plane packets are encapsulated with an identifier (e.g. VPN label, GRE/ VXLAN ID) to isolate routes from different NFVI-PoP gateways. 
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Figure 4.3.2-1 L2VPN service and Connectivity Service
[bookmark: _Toc61324697]4.3.3	Overview of Carrier Ethernet Service 
ETSI GS NFV-IFA 014 [i.27] lists Carrier Ethernet Services [i.26] as examples of connectivity implemented by Virtual Link Descriptor. In the MEF context, User Network Interfaces (UNI) are defined between customer (e.g. VLAN) and service provider networks (e.g. WAN), and an Ethernet Virtual Connection (EVC) is defined as an association of two or more UNIs that limits the exchange of Ethernet frames. Ethernet Line (E-Line) Service is based upon a Point-to-Point EVC, Ethernet LAN (E-LAN) Service is based upon a Multipoint-to-Multipoint EVC, and Ethernet Tree (E-Tree) Service is based upon a Rooted-Multipoint EVC.
Carrier Ethernet Service is further differentiated based on the type of UNIs. In Port-based Carrier Ethernet Service, all VLANs are associated with a single Carrier Ethernet Service at the UNI. Each Carrier Ethernet Service is called Ethernet Private Line (EPL), Ethernet Private LAN (EP-LAN), Ethernet Private Tree (EP-Tree) respectively. In the context of VLAN-based Carrier Ethernet Service, each VLAN is associated with each Carrier Ethernet Service at the UNI. Each Carrier Ethernet Service is called Ethernet Virtual Private Line (EVPL), Ethernet Virtual Private LAN (EVP-LAN), Ethernet Virtual Private Tree (EVP-Tree) respectively.
Various transport network technologies are considered to support Carrier Ethernet Services. As discussed in clause 4.3.2, Virtual Private Wire Service (VPWS), Virtual Private LAN Service (VPLS) are examples of MPLS-based Transport Technologies. MPLS Transport Profile (MPLS-TP) [i.28] is also introduced as another option. 
In Optical Transport Technologies, Ethernet over OTN [i.29], Ethernet over WDM and Ethernet over SONET/SDH are considered for supporting Carrier Ethernet Services. Ethernet over Direct Fibre is also an alternative.
In IEEE 802.1-based Transport Technologies, Provider Bridged (PB) Networks, Provider Backbone Bridged (PBB) Networks and Provider Backbone Bridged with Traffic Engineering (PBB-TE) Networks are listed as alternative transport networks.
[bookmark: _Toc61324698]4.3.Y	Overview of <Connectivity Technology B>
Editor’s Note: This clause will highlight the key features and limitations of <connectivity technology B>.
Text here…
[bookmark: _Toc23922719][bookmark: _Toc61324699]5	Intra-site Connectivity Services and Enabling Technologies
[bookmark: _Toc61324700]5.1	Introduction
Editor’s Note: This clause will provide an introduction to the main content and scope of clause 5.
Text here… DCs employ overlay-based network virtualization approach for provisioning of VNs in order to ensure traffic isolation and address space isolation between different tenants. IETF RFC 7364 [i.30] highlights how overlay-based network virtualization model addresses the issues related to supporting multiple tenants within a DC. IETF RFC 7365 [i.31], on the other hand, defines a reference model along with logical components that is required for implementing a Network Virtualization Over Layer 3 (NVO3) in a DC. 
As per [i.31], the NVO3 network forms an overlay network, which is a Virtual Network (VN) topology that operates over an IP (L3) underlay transport network and provides L2 and/or L3 service to tenant systems. The overlay network and the underlay network can use completely different protocols. The addressing scope of the underlay network is different from the overlay VNs, while there is traffic isolation between the VNs. Tunnelling is used in the underlay network for aggregating traffic from the VMs connected to the overlay network, thus hiding VMs’ addresses from the underlay network and reducing the amount of forwarding state in the underlay network. 
	[image: ]

	Figure 5.2-1: Overview of the Intra-DC Virtual Network Connectivity Infrastructure


As depicted in Figure 5.2-1, an Network Virtualization Edge (NVE) entity connects the overlay VN to the underlay network, while the underlay network is used to interconnect the NVE nodes. The NVE implements L2 and/or L3 network virtualization functions. The NVE sends and receives Ethernet frames from the VMs on the NBI, while it aggregates and tunnels tenant frames to and from other NVEs over the SBI connecting it to the underlay L3 network. The VMs and NVE can either be co-located or on different physical servers.  For example, the VMs can be on physical servers while the NVE function is implemented in the connected ToR switch. 
IETF RFC 7365 [i.31] presents the generic NVE reference model, an adaptation of which is depicted in Figure 5.2-2. The NVEs connect the VMs to the corresponding VNI via Virtual Access Points (VAP), which is a logical connection point on the NVE. Multiple VN instances (VNI) can be instantiated on an NVE, whereas a VNI defines a forwarding context containing reachability information and policies [i.31].
A VN Context Identifier is a field in the overlay encapsulation header for the NVE that identifies the VNI the packet belongs to. Tenant identification and traffic de-multiplexing are based on VN context identifier and is thus used to deliver the packets to the correct VN. Its scope can be local or global. Upon sending a packet, an NVE encodes the VN context information for the destination NVE, and the L3 tunnelling information such as the IP addresses of the source and the destination NVEs. The overlay module provides tunnelling functions such as tunnel instantiation/termination and/or encapsulation/decapsulation of frames from the VAPs / L3 underlay network. 
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	Figure 5.2-2: A Network Virtualization Entity (NVE) Model


In order to share reachability and forwarding information, the NVEs can either exchange information with each other directly via a control-plane protocol, or they can obtain such information from an external Network Virtualization Authority (NVA) entity. In the latter case, a control-plane protocol is used between the NVA and the NVEs.


[bookmark: _Toc61324701][bookmark: _Toc23922720]5.2	Networking Infrastructure and	Virtual Networks 
Editor’s Note: This clause should provide different network models (e.g., undelay, overlay, infrastructure) for providing connectivity services in order to interconnect VNF(s)/VNFC(s) within the same NFVI-PoP. 
Text here…
[bookmark: _Toc23922721][bookmark: _Toc61324702]5.3	Enabling technologies and network resources
Editor’s Note: This clause should highlight how the connectivity service and models are deployed, configured and managed by which technologies (e.g., SDN, GRE, VxLAN, VLAN etc) highlighted in Clause 4.2, and how they interact, via the VIM, with infrastructure (virtual/physical) network resources.
Text here…
[bookmark: _Toc23922722][bookmark: _Toc61324703]5.4		Analysis –
Editor’s Note: This Clause will provide an analysis from the perspective of the deployment, interoperability and management.
Text here…
[bookmark: _Toc23922723][bookmark: _Toc61324704]5.4.1	Reference points and interfaces considerations
Editor’s Note: This clause should analyse the impact of virtual network deployment models on the affected reference point (e.g., Nf-Vi, Vn-Nf) and respective interfaces.
Text here…
[bookmark: _Toc23922724][bookmark: _Toc61324705]5.4.2	OAM considerations
Editor’s Note: This clause should provide how the different enabling technologies/protocols will impact on the NFV-MANO system for the OAM of the Intra-site connectivity services. This shall include, but not limited to, address management, virtual network configuration management, performance management, fault management, capacity management, topology management etc.
Text here…
[bookmark: _Toc23922725][bookmark: _Toc61324706]6	Inter-site Connectivity Services and Enabling Technologies
[bookmark: _Toc61324707]6.1	Introduction
Editor’s Note: This clause will provide an introduction to the main content and scope of clause 6.
Text here…

[bookmark: _Toc61324708][bookmark: _Toc23922726]6.2		Networking Infrastructure and	Virtual Networks 
Editor’s Note: This clause should provide connectivity services and network models (e.g., undelay, overlay, infrastructure) for enabling multi-site connectivity services. 
Text here…
[bookmark: _Toc23922727][bookmark: _Toc61324709]6.3	Enabling technologies and network resources
Editor’s Note: This clause should highlight how the connectivity service and models are deployed, configured and managed by which technologies (e.g., MPLS-TE, Segment Routing, L2/L3 VPN, SD-WAN, VLAN etc.) highlighted in Clause 4.3, and the role of WIM in enabling these services with reference to WAN Infrastructure resources.
Text here…
[bookmark: _Toc23922728][bookmark: _Toc61324710]6.4		Analysis –
Editor’s Note: This Clause will provide an analysis from the perspective of the deployment, interoperability and management. 
[bookmark: _Toc23922729][bookmark: _Toc61324711]6.4.1	Reference points and interfaces considerations
Editor’s Note: This clause should analyse the impact on the affected reference point (e.g., Or-Vi, Or-Or) and respective interfaces. 
Text here…
[bookmark: _Toc23922730][bookmark: _Toc61324712]6.4.2	OAM considerations
Editor’s Note: This clause should provide how the different enabling technologies/protocols will impact on the NFV-MANO system for the OAM of the Inter-site connectivity services. This shall include, but not limited to, address management, virtual network configuration management, performance management, fault management, capacity management, topology management etc.
[bookmark: _Toc23922731][bookmark: _Toc61324713]7	Recommendations 
Editor’s Note: This clause will provide a set of recommendations derived from the analysis in Clause 5 and Clause 6 and, where applicable, provide suggestions on how to proceed with addressing highlighted issues. 
[bookmark: _Toc61324714]7.1	Introduction
Editor’s Note: This clause will provide an introduction to the main content and scope of clause 7.
Text here…
[bookmark: _Toc61324715]7.2		Recommendations on intra-site connectivity services and enabling technologies
Editor’s Note: This clause will provide a set of recommendations derived from the analysis in Clause 5
Text here…
7.3		Recommendations on inter-site connectivity services and enabling technologies
Editor’s Note: This clause will provide a set of recommendations derived from the analysis in Clause 6
Text here ….
[bookmark: _Toc61324716]8	Conclusion
Editor’s Note: This clause will provide concluding remarks
Text here…

[bookmark: _Toc451530575][bookmark: _Toc486252087][bookmark: _Toc486252129][bookmark: _Toc486252158][bookmark: _Toc486253376][bookmark: _Toc486322838]

[bookmark: _Toc61324717]Annex A (informative):
Examples about Network infrastructure architecture and virtual networks )
[bookmark: _Toc61324718] A.1	Networking infrastructure in OpenStack without SDN support
In the basic OpenStack deployment, networking services are executed on the OpenStack controller and compute node. The controller node runs network management, network plugins, networking agents (e.g. L3 agent, DHCP agent etc). The compute and controller nodes runs networking agents (e.g. Open vSwitch agent, Linux bridge agent, SRIOV NIC Switch agent, MacVTap agent etc) to manage virtual networks connecting the instantiated virtual machines (VMs). As shown in Figure A.1, the controller and compute nodes are attached to the switch fabric of the leaf and spine architecture [i.6]. The DC gateway node works as a border router connecting to external networking infrastructure (e.g. Wide Area Network (WAN), Internet, VPN etc).  
There are two types of virtualised network, provider and tenant networks, supported in OpenStack. The provider network is a Layer 2 network instantiated by the administrator. The provider network is mapped on to the physical network and publicly routable to and from other external network through the DC gateway node. On the other hand, tenant network is a private Layer 2 network instantiated by tenant users. Each tenant network is isolated from other provider and tenant networks. By attaching to the OpenStack Neutron routers, the tenant networks become reachable to each other. 
A provider network can be configured as a flat network configuration or VLAN network configuration. As shown in Figure A.1-1, in the flat configuration, a single Layer 2 network is shared between multiple virtual machines and the Layer 2 network is terminated by the routing instance (e.g., VRF) in the DC gateway node. In this case, all attached VMs share the same broadcast domain.

[image: ]
Figure A.1-1 Provider network with flat configurations
Figure A.1-2 shows another case where multiple provider networks are realized based on VLAN configurations. Those Layer 2 networks are logically isolated on the leaf and spine switch fabric, and are terminated by individual routing instances on the DC gateway node. Traffic from multiple VLANs can traverse over a single physical link between the compute node and a leaf switch if switch ports are configured as trunks. 


[image: ]
Figure A.1-2 Provider network with VLAN configurations

Figure A.1-3 shows another connectivity model where a tenant network is realized with overlay networking technologies such as GRE or VXLAN. As described, the tenant network needs to be connected with a Neutron router to enable reachability to other provider and tenant networks. The Neutron router to which the tenant network attaches needs to be configured as a gateway between the tenant and provider networks. 

[image: ]
Figure A.1-3 Provider and tenant network with Neutron router
[bookmark: _Toc61324719]A.2	Networking infrastructure in OpenStack with SDN support
In an OpenStack environment, SDN controllers are used to provide simplified and centralized network management for distributed network devices. The SDN basically brings generic operations and management for virtualised networks, subnets and ports. In addition, the SDN brings features to configure and manage physical network devices with routing, VPN, traffic engineering features etc. The additional features complement the network management in OpenStack. 
As depicted in Figure A.2-1, the networking service in OpenStack is provided by the Neutron service. The OpenStack implementation of the Neutron service has a plugin that allows to support a wide variety of underlying network agents. In the case of OpenStack Neutron Service with SDN support, the SDN controllers interact with the Neutron server through the plugins and the northbound interfaces of the SDN controllers. The SDN controllers in turn interact with the network agents via their southbound interfaces. In this case the SDN controller (e.g. OpenDaylight [i.13]) complements the Neutron service and works below the plugin mechanism. With other implementations (e.g. Tungsten Fabric [i.14]) the SDN controller substitutes the OpenStack Neutron service by implementing an alternative network management service that could provide additional network features that the OpenStack Neutron service might not have implement.

In general, the SDN controllers offer RESTful APIs on their northbound interface. Thus, simplified and centralized network management interfaces may be exposed as GUIs for network management staff as well as APIs towards external applications and orchestrators. On the other hand, SDN controllers support variety of protocols over the southbound interfaces to configure and manage agents running in OpenStack compute/ network nodes, and physical network devices with routing, VPN and traffic engineering features. Some of those protocols are:
In general, the SDN controllers offer RESTful APIs on their northbound interface. Thus, simplified and centralized network management interfaces may be exposed as GUIs for network management staff as well as APIs towards external applications and orchestrators. On the other hand, SDN controllers support variety of protocols over the southbound interfaces to configure and manage agents running in OpenStack compute/ network nodes, and physical network devices with routing, VPN and traffic engineering features. Some of those protocols are: 
· NETCONF [i.8] provides mechanisms to install, manipulate, and delete the configuration of network devices.
· OVSDB [i.9] provides Open vSwitch Database Management Protocol. The Open vSwitch is an open-source software switch designed to be used as a vSwitch (virtual switch) in virtualized server environments.
· OpenFlow [i.10] is used to control and manage OpenFlow switches from a remote OpenFlow controller feature.
· BGP [i.11] is an inter-autonomous system routing protocol to exchange network reachability information with other BGP systems.
· PCEP [i.12] is Path Computation Element (PCE) Communication Protocol for communications between a Path Computation Client (PCC) and a PCE, or between two PCEs.
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Figure A.2-1: SDN Controller in the perspective of OpenStack Environment
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