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Essential patents 
IPRs essential or potentially essential to normative deliverables may have been declared to ETSI. The information pertaining to these essential IPRs, if any, is publicly available for ETSI members and non-members, and can be found in ETSI SR 000 314: "Intellectual Property Rights (IPRs); Essential, or potentially Essential, IPRs notified to ETSI in respect of ETSI standards", which is available from the ETSI Secretariat. Latest updates are available on the ETSI Web server (https://ipr.etsi.org).
Pursuant to the ETSI IPR Policy, no investigation, including IPR searches, has been carried out by ETSI. No guarantee can be given as to the existence of other IPRs not referenced in ETSI SR 000 314 (or the updates on the ETSI Web server) which are, or may be, or may become, essential to the present document.
Trademarks
The present document may include trademarks and/or tradenames which are asserted and/or registered by their owners. ETSI claims no ownership of these except for any which are indicated as being the property of ETSI, and conveys no right to use or reproduce any trademark and/or tradename. Mention of those trademarks in the present document does not constitute an endorsement by ETSI of products, services or organizations associated with those trademarks.
[bookmark: _Toc455504135][bookmark: _Toc481503673][bookmark: _Toc22808945][bookmark: _Toc80633640][bookmark: _Toc145506802][bookmark: _Toc160393143][bookmark: _Toc160393204]Foreword
[bookmark: For_tbname]This Group Report (GR) has been produced by ETSI Industry Specification Group Network Functions Virtualisation (NFV).
[bookmark: _Toc455504136][bookmark: _Toc481503674][bookmark: _Toc22808946][bookmark: _Toc80633641][bookmark: _Toc145506803][bookmark: _Toc160393144][bookmark: _Toc160393205]Modal verbs terminology
In the present document "should", "should not", "may", "need not", "will", "will not", "can" and "cannot" are to be interpreted as described in clause 3.2 of the ETSI Drafting Rules (Verbal forms for the expression of provisions).
"must" and "must not" are NOT allowed in ETSI deliverables except when used in direct citation.



[bookmark: _Toc455504139][bookmark: _Toc481503677][bookmark: _Toc22808947][bookmark: _Toc80633642][bookmark: _Toc145506804][bookmark: _Toc160393145][bookmark: _Toc160393206]1	Scope
The present document investigates the aspects about enabling in the NFV framework new dimensions to extend and evolve the NFVI in terms of reachability, location, and mobility, resources distribution and resources heterogeneity, including but not limited to:
-	new locations for infrastructure resources (e.g., data centres for non-terrestrial networks),
-	new types of infrastructure resources (e.g., SmartNICs, metasurfaces), and
-	new sources of infrastructure resources (e.g., Cloud hyper-scalers).
The present document also documents potential solutions, and where applicable, it also provides recommendations for enhancements to the NFV architectural framework and its functionality aiming to provide further support to address the inclusion of new infrastructure resources for NFV.
Editor's Note: In the bullet points list, to update the examples considering how the work item evolves, i.e., align examples to actual content that will be in the final version of the report.

[bookmark: _Toc455504140][bookmark: _Toc481503678][bookmark: _Toc22808948][bookmark: _Toc80633643][bookmark: _Toc145506805][bookmark: _Toc160393146][bookmark: _Toc160393207]2	References
[bookmark: _Toc455504141][bookmark: _Toc481503679][bookmark: _Toc22808949][bookmark: _Toc80633644][bookmark: _Toc145506806][bookmark: _Toc160393147][bookmark: _Toc160393208]2.1	Normative references
Normative references are not applicable in the present document.
[bookmark: _Toc455504142][bookmark: _Toc481503680][bookmark: _Toc22808950][bookmark: _Toc80633645][bookmark: _Toc145506807][bookmark: _Toc160393148][bookmark: _Toc160393209]2.2	Informative references
References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
NOTE:	While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee their long term validity.
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[i.1]	ETSI GR NFV 003: "Network Functions Virtualisation (NFV); Terminology for Main Concepts in NFV".
[i.2]	ETSI GS NFV 006 (V4.4.1): "Network Functions Virtualisation (NFV) Release 4; Management and Orchestration; Architectural Framework Specification".
[i.3]	3GPP TS 23.501: "3rd Generation Partnership Project; Technical Specification Group Services and System Aspects; System architecture for the 5G System (5GS); Stage 2 (Release 18)".
[i.4]	3GPP TR 38.811 (V15.4.0): "Study on New Radio (NR) to support non-terrestrial networks (Release 15)".
[i.5]	ETSI GR RIS 001 (V1.1.1): "Reconfigurable Intelligent Surfaces (RIS); Use Cases, Deployment 
Scenarios and Requirements".
[i.6]		ETSI GR RIS 002 (V1.1.1): "Reconfigurable Intelligent Surfaces (RIS); Technological challenges, architecture and impact on standardization".
[i.7]	ETSI GS NFV-IFA 001 (V1.1.1): "Network Functions Virtualisation (NFV); Acceleration 
Technologies; Report on Acceleration Technologies & Use Cases".
[i.8]	ETSI SR 003 391 (V2.1.1): "Cloud Standards Coordination Phase 2; Interoperability and Security in Cloud Computing.



[bookmark: _Toc451532925][bookmark: _Toc22808951][bookmark: _Toc80633646][bookmark: _Toc145506808][bookmark: _Toc160393149][bookmark: _Toc160393210]3	Definition of terms, symbols and abbreviations
[bookmark: _Toc451532926][bookmark: _Toc22808952][bookmark: _Toc80633647][bookmark: _Toc145506809][bookmark: _Toc160393150][bookmark: _Toc160393211]3.1	Terms
For the purposes of the present document, the terms given in ETSI GR NFV 003 [i.1] and the following apply:
NOTE:	A term defined in the present document takes precedence over the definition of the same term, if any, in ETSI GR NFV 003 [i.1].

[bookmark: _Toc455504145][bookmark: _Toc481503683][bookmark: _Toc22808953][bookmark: _Toc80633648][bookmark: _Toc145506810][bookmark: _Toc160393151][bookmark: _Toc160393212]3.2	Symbols
For the purposes of the present document, the [following] symbols [given in ... and the following] apply:

[bookmark: _Toc455504146][bookmark: _Toc481503684][bookmark: _Toc22808954][bookmark: _Toc80633649][bookmark: _Toc145506811][bookmark: _Toc160393152][bookmark: _Toc160393213]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in ETSI GR NFV 003 [i.1] and the following apply:
AI	Artificial Intelligence
ASIC	Application Specific Integrated Circuit
BS	Base Station
DC	Data Center
DL	Deep Learning
DPDK	Data Plane Development Kit
DPU	Data Processing Unit
FPGA	Field Programmable Gate Array
GEO	Geosynchronous Earth Orbit
GPU	Graphics Processing Unit
HAPS	High-Altitude Platform Station
ICT	Information and Communications Technology
LEO	Low Earth Orbit
LIS	Large Intelligent Surface
MEO	Medium Earth Orbit
ML	Machine Learning
NPU	Neural Network Processing Unit
NTN	Non-Terrestrial Network
OBU	On-Board Unit
PM	Programmable Meta-surface
RDMA	Remote Direct Memory Access
RIS	Reconfigurable Intelligent Surface
RSU	Roadside Unit
SMM	Spatial Modulators
SoC	System-on-a-Chip
TPU	Tensor Processing Unit
UAV	Unmanned Aerial Vehicle
UPF	User Plane Function
V2V	Vehicle-to-Infrastructure
V2V	Vehicle-to-Vehicle
VCC	Vehicular Clodu Computing


[bookmark: _Toc455504147][bookmark: _Toc481503685][bookmark: _Toc22808955][bookmark: _Toc80633650][bookmark: _Toc145506812][bookmark: _Toc160393153][bookmark: _Toc160393214]4	Introduction and overview
[bookmark: _Toc455504148][bookmark: _Toc481503686][bookmark: _Toc22808956][bookmark: _Toc80633651][bookmark: _Toc145506813][bookmark: _Toc160393154][bookmark: _Toc160393215]4.1	Introduction to NFVI
[bookmark: _Toc22808957][bookmark: _Toc80633653][bookmark: _Toc145506815]The NFV Infrastructure (NFVI) comprises the infrastructure used for NFV-based deployments. As defined in ETSI GR NFV 003 [i.1], the NFVI comprises the totality of all hardware and software components that build up the environment in which VNFs are deployed. 
The types of resources comprising the NFVI are compute, storage and network. The NFVI hardware resources can be non-field replaceable units, still distinguishable as COTS components, and are referred as NFVI components. When these are virtualized, they are offered as virtual compute, virtual storage and virtual network resources, as described in clause 5.3.4.4 of ETSI GS NFV 006 [i.2]. The management of the virtualised resources is provided by the VIM.
NFVI also comprises, when necessary, the CIS clusters. CIS is a service providing runtime environment for one or more container virtualization technologies, and they are exposed by one or multiple CIS clusters. The management of the CIS is responsibility of the CISM, and the management of CIS cluster is the responsibility of the CCM.
Finally, the NFVI is regarded to be distributed, with infrastructure spanning one or multiple locations. These are referred as NFVI-PoP or also simply site. The network resources providing connectivity between the sites is also regarded to be part of the NFVI. These are also referred as transport network or WAN. Connectivity is managed by means of multi-site connectivity services (MSCS), and the WIM is the responsible NFV-MANO functional block for them.
From this introduction, the following characteristics can be identified regarding the NFVI:
-	firstly, it is comprised of different components, showing up resource heterogeneity; and
-	secondly, it can comprise resources distributed and placed at different locations.
These characteristics are further analyzed as the dimensions by which new NFVI is to be considered. 
[bookmark: _Toc160393155][bookmark: _Toc160393216]4.2	New NFVI dimensions
Editor’s Note: This clause will introduce different aspects of how the NFVI can evolve in various dimensions, such as resource heterogeneity, locations, provision and resources distribution, and resource mobility. If other dimensions are found, these can also be described in the "others" clause.
[bookmark: _Toc80633654][bookmark: _Toc145506816][bookmark: _Toc160393156][bookmark: _Toc160393217]4.2.1	Resources heterogeneity
[bookmark: _Toc80633655][bookmark: _Toc145506817]As introduced in clause 4.1, the NFVI is comprised of different types of resources and components. On a general basis, the resources are categorized as compute, storage and network. Some compute elements characterized to offer acceleration capabilities are also explicitly identified as an acceleration resource.
However, as the telecom network services are evolving while supporting new use cases, so are the technologies and components in the infrastructure. Therefore, new kinds of resources need to be further investigated as potential key components to build up future NFVI.
Examples of new types of components are high-performing compute and network resources, such as Smart-NICs, and new forms of programmable physical resources, such as metasurfaces. Clause 4.3 further develops about new types of components or resources.
[bookmark: _Toc160393157][bookmark: _Toc160393218]4.2.2	Locations, provision and distribution of resources
[bookmark: _Toc80633656][bookmark: _Toc145506818]As introduced in clause 4.1, the NFVI is distributed, comprising resources, potentially, at different locations. Locations of NFVI presence are referred as NFVI-PoP or simply site.
In terms of locality, numerous use cases on enabling connectivity at far and remote locations are becoming prominent in various organizations’ work. For instance, use cases related to non-terrestrial-networks (NTN) which make use of high-altitude platform stations (HAPS), unmanned aerial vehicles (UAV), or satellites are becoming more prominent.
Another evolutionary aspect to be considered regarding the provisioning and distribution of resources is the leverage of infrastructure provided by Cloud hyper-scalers. Such infrastructure is becoming a reality for the deployment of telecom networks, and therefore, it is of vital importance to investigate the relationship of this resources with the already defined NFVI constructs.
[bookmark: _Toc160393158][bookmark: _Toc160393219]4.2.3	Resources mobility
[bookmark: _Toc80633657][bookmark: _Toc145506819]Related to the locations, provision and distribution of resources introduced in clause 4.2.2, another aspect of resources, which is specially related to some of the new infrastructure is the mobility. In this respect, examples like the HAPs, UAV and satellites introduce a new dimension of "mobility", whereby the resource can move among different locations. Not only that, but also their presence and availability be sporadic, e.g., only available during certain periods of time.
[bookmark: _Toc160393159][bookmark: _Toc160393220]4.2.4	Others
Editor’s Note:	If other dimensions are found, these can also be described in the present clause.
[bookmark: _Toc160393160][bookmark: _Toc160393221]4.3	New kinds of infrastructure resources
Editor’s Note: This clause will provide an introduction to prominent new kinds of infrastructure resources.
[bookmark: _Toc160393161][bookmark: _Toc160393222]4.3.1	Data Processing Unit (DPU)
With the rapid development of Information and Communications Technology (ICT) such as 5G, infrastructure resource requirements for computing and network forwarding, etc. are explosively increasing. Currently, massive data flows in Data Center (DC) have driven the port rate per hardware to rapidly evolve from 10 Gbit/s level to 100 Gbit/s level, or even higher. For the past ten years, several solutions have been proposed by the industry to improve the network I/O data processing performance and efficiency, such as Data Plane Development Kit (DPDK). However, it hasn’t changed the traditional CPU serial computing model which makes difficult to maximize the computing capability against the high-concurrency network data forwarding requirement. What is more, the growth rate of network bandwidth is far higher than the growth rate of CPU computing power which leads to increasing excessive CPU resources occupied by network data forwarding.
In this context, Data Processing Unit (DPU) was developed to relieve the main CPU of complex networking responsibilities and to solve the corresponding network I/O performance bottlenecks. A DPU is a programmable processor that integrates general-purpose ARM/x86 CPU with network interface hardware (which could be Application Specific Integrated Circuit (ASIC), Field Programmable Gate Array (FPGA), etc.). 
Compared with SmartNIC introduced to NFV in previous years, DPU has its own bus system to control and manage other devices, which means DPU can exist without host CPU while a SmartNIC cannot. This also makes DPU a new type of processor holding the same position as CPU and GPU, rather than just an accelerator attached to a certain type of CPU.DPU, as a new kind of infrastructure resource, also brings challenges and opportunities for NFV. The coordination of Remote Direct Memory Access (RDMA) and DPU, together with related issues like object information model, multi-tenancy support, and bare-metal capability for DPU can be analyzed for making full use of this new infrastructure resource in NFV.
[bookmark: _Toc160393162][bookmark: _Toc160393223]4.3.2	Satellite
With the advancement of aerospace technology and the decrease costs for satellite launch, satellite communication networks, especially the low-orbit satellite communication systems, have formed a good complement to terrestrial mobile cellular networks. As shown in figure 4.3.2-1 and table 4.3.2-1, satellites in different kind of orbit could perform different functions in communication. Compared with terrestrial mobile communication network, satellite communication network has the advantages that it provides wide coverage for sparsely populated area, is not restricted by radio base station terrain occlusion, and has stronger survivability in the event of natural disasters. However, satellite communication systems face challenges brought by its space characteristics such as long transmission distances between satellites and ground and the fast movement of low-orbit satellites with reference to the ground.
[image: A screenshot of a video game
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Figure 4.3.2-1: Different kinds of communication satellites: LEO, MEO, GEO
Table 4.3.2-1: Satellites for communications overview 
	
	Low Earth Orbit (LEO)
	Medium Earth Orbit (MEO)
	Geosynchronous Earth Orbit (GEO)

	Functions

	· High-speed broadband
· Internet access
· Telemetry
· Remote sensing
· Intl Space Stations
	· Navigation and positioning
· High-throughput satellites
· Fixed/Mobile communications
	· Navigation and positioning
· Meteorology
· Radio and Television
· Low-speed communications

	Distance
	300–2,000 km
	2000~35,785 km
	35,785.5 km

	Latency
	4 ms at 600 km
	66 ms at 10,000 km
	240 ms



According to 3GPP TS 23.501 [i.3], for some 5G deployments, some network functions (such as User Plane Function (UPF)) can be deployed on satellites. Satellite, as a new kind of network infrastructure for hosting these network functions, leads to specific characteristics such as infrastructure mobility and distribution to be analyzed in the present document.
[bookmark: _Toc160393163][bookmark: _Toc160393224]4.3.3	AI chips
AI computing-related chips, also known as AI chips or AI processors, are integrated circuits specifically designed for executing artificial intelligence (AI) computational tasks. These chips are used to enhance the efficiency of machine learning (ML) and deep learning (DL) models, particularly when dealing with large volumes of data in parallel and complex neural networks. AI models like deep learning are compute-intensive, where using CPU is inefficient. AI chips are able to perform, among other functions, thousands of multiplications and additions in a mathematical process called matrix multiplication. For processing those computations at scale, AI chips are designed with specific architecture and large number of cores.
There are various types of AI computing chips emerging in recent years, including but not limited to:
-	Graphics Processing Unit (GPU): Chips initially designed for graphics rendering, which have been widely adopted for AI computing due to their parallel processing capabilities. 
-	Tensor Processing Unit (TPU): Custom-designed Application-Specific Integrated Circuit (ASIC) developed specifically for accelerating machine learning (ML) workloads. 
-	Neural Network Processing Unit (NPU): Processors specifically designed to accelerate machine learning algorithms, especially mimicking the structure and function of the human brain's neural networks in these chips’ architecture.
AI is going to expand the boundary of telecom network services, which underscores the importance of various AI chips as new kinds of NFVI resources to be used in the telco cloud. The introduction and type choice of AI chips is expected to be based on the types of the tasks, performance requirements, and energy efficiency considerations, etc.
[bookmark: _Toc160393164][bookmark: _Toc160393225]4.3.4	HAPS 
6G network architecture has brought a new vision of networks, that of a three-tier vertical Heterogeneous Network. Under this vision, all the vertical levels - the satellite network, the airborne network, and the terrestrial network - are combined. As stated in [i.4], one key component of this vision is the High-Altitude Platform Station (HAPS). HAPS are quasi-stationary nodes of the aerial network that operate at an altitude of around 20 km with a coverage of a radius 50-100 km. 
HAPS nodes are now widely regarded as a viable enabling technology for future wireless communication networks. This is due to communication technologies evolving and to progress being made in solar panels and Unmanned Aerial Vehicles (UAV), combined with the economic viability of the HAPS system, enabled by the emergence of cost-effective technologies and materials.
In areas with low user density, where no coverage is available due to lack of network infrastructure (e.g., rural areas, ships, desert, offshore platforms), HAPS nodes can be an alternative to the terrestrial systems, helping thus in providing broadband access and contributing to disaster relief. Regarding communication services in heavily concentrated urban areas, HAPS systems can help coping with the ever-increasing demand that exceeds terrestrial networks capacity. As HAPS nodes are quasi-stationary, have a large footprint, and feature greater computational capacity, they can achieve better network coverage than the small Base Station (BS) deployments in dense areas. However, HAPS is no substitute for macro BS, this latter is a key component in terrestrial wireless access architecture. Rather, HAPS can play a complementary role to support the terrestrial communication: a terrestrial network, for instance, can satisfy moderate user demand, whereas unexpected or rapidly increasing user demand might be handled by a HAPS. 
Compared to satellite, launching and maintaining HAPS nodes involves lower costs than satellites, and can directly provide end users with wireless services thanks to their low-latency characteristics. In addition, HAPS are rapidly deployable and can be relocated as required, making them ideal for temporary events or emergency situations.
A variety of applications can be envisioned for HAPS, for instance, the rolling-out of airborne mini-data centres within HAPS nodes, which can be an enabler to extend the operator’s infrastructure with additional computing and storage resources. Another application could be supporting LEO satellite transfers in order to ensure seamless connectivity. Yet HAPS systems pose a number of significant challenges Unlike satellites, HAPS nodes are limited by their altitude and can only provide coverage to relatively small areas. They are also dependant on  weather conditions, which can hamper their proper functioning. Moreover, HAPS nodes’ limited power source might make them unsuitable for handling the deployment of applications/workloads with high peak power consumption or  extended periods of time.
[bookmark: _Toc160393165][bookmark: _Toc160393226]4.3.5	Vehicular Infrastructure
With the rapid increase in the number of vehicles connected to the Internet and to one another, vehicular networks are becoming a key enabler of ubiquitous communication in new-generation networks. Designed to share information quickly and efficiently between the vehicles and the underlying infrastructure, these networks feature a wide range of applications and use cases. Figure 4.3.5-1 depicts a standard vehicle network architecture. The vehicles that form these networks are equipped with an On-Board Unit (OBU) transmitting data to other vehicles (vehicle-to-vehicle (V2V) communication) as well as to a remote-control centre (vehicle-to-infrastructure (V2I) communication) via various infrastructures such as BSs or Roadside Units (RSUs).
Initially, when the vehicular networks were first adopted, their use was limited to accessing Internet resources, either to download content or to store it in the Cloud. However, uploading content or searching and retrieving it, both to and from the Internet-Cloud, is time-consuming and costly in terms of network resources. Furthermore, it is possible that adjacent vehicles tend to search for content that is relevant in three aspects: (i) the specific region at which they are situated (e.g., information about nearby accidents), (ii) the temporal aspect (e.g., information on roadwork in progress over a period of time), and (iii) content that was produced by neighbouring vehicles. Taking all these elements into account and harnessing onboard computing and storage capabilities of the vehicles, resulted in the emergence of Vehicular Cloud Computing (VCC) concept, whereby vehicles together constitute a cloud within which content is generated, stored, and consumed.
VCC now offers a cost-effective alternative to conventional cloud computing, by cutting hardware and software installation costs, infrastructure and maintenance costs, and energy consumption costs. They therefore give rise to new uses, beyond improving road safety, optimising traffic flow or providing navigation guidance. An example of how VCCs can be used is the transfer of compute-intensive tasks to vehicles to help accelerate time-sensitive applications, rather than transferring these tasks to data centres, which can lead to an increase in latency. Another use case can be offering a storage service by storing distributed data in available vehicles. Other uses could be the provisioning network connectivity during peak hours or at major events, in stadiums or in rural areas where connectivity is always a concern.
Overall, it can be concluded that vehicles are nowadays designed and manufactured in a way that these become also platforms of compute, storage and network resources on their own, making them a complementary source of infrastructure. 
                                              [image: A map of a city with cars and buildings
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Figure 4.3.5-1: Architecture of vehicular network. Usage of vehicular network to provide storage computational services (VCC)
[bookmark: _Toc160393166][bookmark: _Toc160393227]4.3.6	Programmable meta-surfaces

In wireless communications, the propagation environment has, until recently, been considered an unmanaged resource associated with stochastic and unpredictable interactions between the emitted radio waves and the surrounding environment, which adversely affect the quality of the signal received by mobile users.
Towards 6G communications, new wireless technologies have emerged offering a solution to overcome this issue. It is worth highlighting the emergence of Programmable Meta-surfaces (PMs), which can be used to control the propagation of wireless waves in different dimensions like time, space frequency and phase. PMs technologies can be found under the terms Smart Mirrors, Spatial Modulators (SMM), Reconfigurable Intelligent Surfaces (RIS) and Large Intelligent Surfaces (LIS). In this document we use PMs to represent all different variations/technologies.
A PM is a tile manufactured using metamaterials with real-time adjustable electromagnetic properties, enabling the manipulation of the impinging radio waves by performing specific actions, such as, repolarization, absorption, steering, etc. Towards 6G communications PMs are the main building blocks of the recently proposed programmable wireless environments, which aim to offer a complete protocol stack, specifying the system's physical, network, control and application layers, and detailing ways in which PMs can be integrated into legacy network infrastructure using the SDN paradigm.
PMs and their integration into the existing network infrastructure, can address to some extent the stochastics of the environment. Furthermore, PMs as a new type of mobile network resource can be even abstracted and virtualised to enable their representation as a cloud resource and enable the deployment of customised E2E services. However, integration of PMs to existing infrastructures imposes new challenges, mainly in terms of management. For example, in a cloudified NFV-MANO based environment it is not yet clear how PMs can be seamlessly managed together with already available communication resources, while the overall relationship of PMs with NFVI needs to be assessed.
An ISG covering RIS was formed, it investigates relevant use cases, deployment scenarios, requirements, and key technological challenge [i.5]. It also documents reference E2E network architecture featuring RIS elements and outlines practices/guidelines for RIS-based deployment [i.6].
[bookmark: _Toc160393167][bookmark: _Toc160393228]4.3.7	Smart-NICs
Cloud data centres are increasingly constrained by the sheer number of running applications, a number that is growing with the transition to technologies such as VNFs and data-parallel distributed applications. As a result, data centres are struggling to meet stringent throughput and latency requirements. To match line rates as network bandwidth increases, cloud operators have sought uncompromising alternatives to overcome this issue, one of which is adding Network Interface Cards (NICs) with acceleration or packet processing capabilities to the servers. Operations like pre-filtering all packets in the NICs offer a practical approach to offload CPUs’ cores; delegation of network tasks to the NICs, alleviates the CPUs of managing some network-related workload and releasing a substantial part of server’s CPUs’ resources.

A NIC is a hardware device with the main function to deliver I/O (physical or logical) to/from the CPU [i.7]. It can include hardware acceleration engines for encryption, encapsulation, forwarding, and switching, while such functions are hardcoded in NICs. Hence, NICs in principle, serve the functionality of interfacing the CPU and the network and perform specific predefined functions. Additional functions cannot be added due to NICs’ lack of flexibility and programmability.

Smart-NICs combine regular NICs capabilities with a compute layer that involve multi-core CPUs to which FPGAs and GPUs can be added. In addition to the functionalities provided by regular NICs, Smart-NICs feature the ability to accelerate storage and security functions, while they can also support virtualization, load balancing, and routing optimization. 

Depending on the Smart-NICs type a variety of applications with new requirements can be supported. Smart-NICs can be build using different processing units. FPGA-based smart-NICs can achieve good performance due to parallel processing of data flows, and although it is difficult to integrate new functions in them, they still offer flexibility for hardware developers. ASIC-based Smart-NICs on the other hand achieve higher performance and are easily programmable, however, they sacrifice the flexibility given by their FPGA counterparts. Finally, SoC-based Smart-NICs offer easy programmability with the highest flexibility but they are considered less efficient.

Despite all their advantages, Smart-NICs also have drawbacks such as high energy consumption, although, this can be compensated by the higher energy efficiency in realizing the network I/O compared to other solutions. When it comes to considering Smart-NICs in an NFV environment, in terms of cloud management a number of challenges, regarding integration of Smart-NICs with other cloud infrastructure resources, like also additional considerations related to abstraction and virtualization of their acceleration capabilities to enable the delivery of end-to-end services that leverage the capabilities offered by Smart-NICs.
[bookmark: _Toc160393168][bookmark: _Toc160393229]4.3.8	Hybrid Cloud
Cloud computing is widely adopted by the applications industry for data processing and storage. Initially, network operators set up and maintained their own (on-premises) Cloud, giving them complete control and customization across their network virtualization and cloudification infrastructure. Another possibility for network operators is to adopt private Cloud solutions, which provide additional scalability by deploying network applications on a proprietary infrastructure managed by a third-party. But as traffic demands increase and more virtualization and Cloud resources are needed to deploy telecom networks, on-premises and private Cloud solutions are no longer sufficient to cope with this ever-increasing demand. As such, network operators have started adopting a hybrid Cloud approach by combining public Cloud with on-premises and/or private Cloud. 
If properly executed, hybrid Cloud strategies can yield significant benefits. With the public cloud being an option under the hybrid approach, availability of storage and computing power is made easier. A network operator, as a cloud service customer can choose to deploy less demanding applications on the public Cloud while reserving their own private cloud for resource-intensive network applications. A further advantage of hybrid Cloud is the freedom in selecting the parts of the infrastructure used for each network application; instead of entrusting all network applications to a cloud service provider, network operators can configure the private part of their cloud model to meet the needs of sensitive applications and assign the management of less critical or time-sensitive tasks to the public part of their Cloud.
The move to a hybrid Cloud policy might have an impact on the way NFs are designed, built, deployed, and operated within such a heterogeneous ecosystem. Furthermore, the orchestration of this environment comes with its own challenges; the cloud service providers have their own dedicated set of monitoring tools lacking a global view of the system, leading the customers to use disparate tools to monitor the deployment of their applications and assess their performance. Particularly, deploying VNFs using public Cloud infrastructure confronts network operators with critical interoperability issues, given that they are expected to deploy VNFs over different infrastructures and to be able to exchange VNFs data between different parts of the Cloud [i.8]. This  could imply having NFV-MANO functionalities, or at least some of them, integrated within the public Cloud infrastructure to ensure the monitoring of VNFs deployed therein. Moreover, it is essential for cloud service customers to gain an understanding of the failure patterns of the cloud service providers as well as their impact on the applications. 





[bookmark: _Toc22808958][bookmark: _Toc80633658][bookmark: _Toc145506820][bookmark: _Toc160393169][bookmark: _Toc160393230]5	Use cases
[bookmark: _Toc22808959][bookmark: _Toc80633659][bookmark: _Toc145506821][bookmark: _Toc160393170][bookmark: _Toc160393231]5.1	Overview
Editor’s Note: This clause will provide an introduction to the use cases. The purpose is to also categorize/group the use cases. It is expected that use cases could be considered regarding this topics:
-	Use cases about new locations of infrastructure rsources (e.g., data centers for non-terrestrial networks),
-	Use cases about new types of infrastructure resources (e.g., SmartNICs, metasurfaces),
-	Uses cases about new sources of infrastructure resources (e.g., Cloud hyper-scalers).
[bookmark: _Toc22808960][bookmark: _Toc80633660][bookmark: _Toc145506822][bookmark: _Toc160393171][bookmark: _Toc160393232]5.x	Use case <A>: <use case name>
Editor’s Note: This clause now serves as a “pseudo-template” for the content required when adding use cases.
[bookmark: _Toc22808961][bookmark: _Toc80633661][bookmark: _Toc145506823][bookmark: _Toc160393172][bookmark: _Toc160393233]5.x.1	Introduction
Editor’s Note: This clause should be used to provide an introduction description of the use case and explain the target and objectives.
[bookmark: _Toc22808962][bookmark: _Toc80633662][bookmark: _Toc145506824][bookmark: _Toc160393173][bookmark: _Toc160393234]5.x.2	Actors and roles
Editor’s Note: This clause should describe the actors and roles involved in the use case.
Table 5.x.2-1 describes the use case actors and roles.
Table 5.x.2-1: <use case name> actors and roles
	#
	Actor and role
	Description

	
	
	



[bookmark: _Toc80633663][bookmark: _Toc145506825][bookmark: _Toc160393174][bookmark: _Toc160393235]5.x.3	Trigger
Editor’s Note: This clause should describe the use case trigger.
Table 5.x.3-1 describes the use case trigger.
Table 5.x.3-1: <use case name> trigger
	Trigger
	Description

	
	



[bookmark: _Toc80633664][bookmark: _Toc145506826][bookmark: _Toc160393175][bookmark: _Toc160393236]5.x.4	Pre-conditions
Editor’s Note: This clause should describe the use case pre-conditions.
Table 5.x.4-1 describes the use case pre-conditions.
Table 5.x.4-1: <use case name> pre-conditions
	#
	Pre-condition
	Description

	
	
	



[bookmark: _Toc80633665][bookmark: _Toc145506827][bookmark: _Toc160393176][bookmark: _Toc160393237]5.x.5	Post-conditions
Editor’s Note: This clause should describe the use case post-conditions.
Table 5.x.5-1 describes the use case post-conditions.
Table 5.x.5-1: <use case name> post-conditions
	#
	Post-condition
	Description

	
	
	



[bookmark: _Toc502671382][bookmark: _Toc502671730][bookmark: _Toc502671893][bookmark: _Toc502674891][bookmark: _Toc502675057][bookmark: _Toc502922714][bookmark: _Toc502928297][bookmark: _Toc503364064][bookmark: _Toc503879039][bookmark: _Toc504119993][bookmark: _Toc504120409][bookmark: _Toc504133539][bookmark: _Toc80633666][bookmark: _Toc145506828][bookmark: _Toc160393177][bookmark: _Toc160393238]5.x.6	Flow description
Editor’s Note: This clause should describe the use case flow.
Table 5.x.6-1 describes the use case flow.
Table 5.x.6-1: <use case name> flow description
	#
	Actor/Role
	Action/Description

	
	
	

	
	
	

	
	
	

	
	
	






[bookmark: _Toc80633667][bookmark: _Toc145506829][bookmark: _Toc22808964][bookmark: _Toc160393178][bookmark: _Toc160393239]6	Key issue analysis
Editor’s Note: This clause will identify the key issues, expected to be derived from the use cases, but not only, related to various aspects of new NFVI.
[bookmark: _Toc80633668][bookmark: _Toc145506830][bookmark: _Toc160393179][bookmark: _Toc160393240]6.1	Introduction
Editor’s Note: This clause will provide an introduction to the key issues. Tentatively, the key issues can also be grouped in categories as proposed in subsequent sub-clauses.

[bookmark: _Toc80633669][bookmark: _Toc145506831][bookmark: _Toc160393180][bookmark: _Toc160393241]6.2	Key issues on resources heterogeneity
Editor’s Note: This clause will introduce and describe key issues related to resources heterogeneity.

[bookmark: _Toc80633670][bookmark: _Toc145506832][bookmark: _Toc160393181][bookmark: _Toc160393242]6.3	Key issues on location, provision and distribution of resources
Editor’s Note: This clause will introduce and describe key issues related to location, provision and distribution of resources.

[bookmark: _Toc80633672][bookmark: _Toc145506833][bookmark: _Toc80633671][bookmark: _Toc160393182][bookmark: _Toc160393243]6.4	Key issues on resources mobility
Editor’s Note: This clause will introduce and describe key issues related to resources mobility.




[bookmark: _Toc80633673][bookmark: _Toc145506834][bookmark: _Toc160393183][bookmark: _Toc160393244]7	Framework and potential solutions
Editor’s Note: This clause will document potential solutions enhancing the NFV framework to support and address aspects related to the scope of the work item.
[bookmark: _Toc80633674][bookmark: _Toc145506835][bookmark: _Toc160393184][bookmark: _Toc160393245]7.1	Introduction
Editor’s Note: This clause will provide an introduction to the framework and potential solutions that are developed in the report.

[bookmark: _Toc80633675][bookmark: _Toc145506836][bookmark: _Toc160393185][bookmark: _Toc160393246]7.2	Potential solutions
[bookmark: _Toc80633676][bookmark: _Toc145506837][bookmark: _Toc160393186][bookmark: _Toc160393247]7.2.1	Solution A: <solution name>
Editor’s Note: A baseline clause for a solution.

[bookmark: _Toc80633677][bookmark: _Toc145506838][bookmark: _Toc160393187][bookmark: _Toc160393248]7.3	Evaluation of solutions
Editor’s Note: This clause will provide a comparative evaluation of the solutions to help derive specific recommendations for enhancements to the NFV framework.



[bookmark: _Toc80633678][bookmark: _Toc145506839][bookmark: _Toc160393188][bookmark: _Toc160393249]8	Recommendations
[bookmark: _Toc22808965][bookmark: _Toc80633679]Editor’s Note: This clause will document recommendations for provisions related to various aspects of the NFV framework. The recommendations are expected to be derived based on the potential requirements identified from use cases (clause 5) and key issues descriptions (clause 6), as well as from the potential solutions documented in clause 7.
[bookmark: _Toc145506840][bookmark: _Toc160393189][bookmark: _Toc160393250]8.1	Overview
Editor’s Note: This clause will provide some introductory description about the type of recommendations that are analysed in the present document.

[bookmark: _Toc22808966][bookmark: _Toc80633680][bookmark: _Toc145506841][bookmark: _Toc160393190][bookmark: _Toc160393251]8.2	Recommendations related to the NFV architectural framework
Editor’s Note: This clause will provide recommendations for provisions related to the NFV architectural framework, potential new interactions among functional blocks, etc.

[bookmark: _Toc22808967][bookmark: _Toc80633681][bookmark: _Toc145506842][bookmark: _Toc160393191][bookmark: _Toc160393252]8.3	Recommendations related to functional aspects
Editor’s Note: This clause will provide recommendations for provisions related to the NFV architectural framework, thus, identifying specific new or extended functionality of the NFV architectural framework functional blocks, etc.

[bookmark: _Toc22808968][bookmark: _Toc80633682][bookmark: _Toc145506843][bookmark: _Toc160393192][bookmark: _Toc160393253]8.4	Recommendations related to NFV descriptors and other artifacts
Editor’s Note: This clause will provide recommendations for provisions related to the NFV descriptors and other artifacts.

[bookmark: _Toc22808969][bookmark: _Toc80633683][bookmark: _Toc145506844][bookmark: _Toc160393193][bookmark: _Toc160393254]8.5	Recommendations related to interfaces and information model
Editor’s Note: This clause will provide recommendations for provisions related to interfaces and information model associated to interfaces.

[bookmark: _Toc22808970][bookmark: _Toc80633684][bookmark: _Toc145506845][bookmark: _Toc160393194][bookmark: _Toc160393255]8.6	Other recommendations
Editor’s Note: The purpose is to collect additional recommendations for provisions that are not of any of the categories listed abo ve.



[bookmark: _Toc22808971][bookmark: _Toc80633685][bookmark: _Toc145506846][bookmark: _Toc160393195][bookmark: _Toc160393256]9	Conclusion
Editor’s Note: The purpose of this clause is to provide concluding remarks once the GR draft is about to be completed.
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