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References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
Referenced documents which are not found to be publicly available in the expected location might be found at https://docbox.etsi.org/Reference.
NOTE:	While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee their long term validity.
The following referenced documents are necessary for the application of the present document.
[1]	IETF RFC 5424: "The Syslog Protocol".
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References are either specific (identified by date of publication and/or edition number or version number) or non‑specific. For specific references, only the cited version applies. For non-specific references, the latest version of the referenced document (including any amendments) applies.
NOTE:	While any hyperlinks included in this clause were valid at the time of publication, ETSI cannot guarantee their long term validity.
The following referenced documents are not necessary for the application of the present document but they assist the user with regard to a particular subject area.
[i.1]	ETSI GR NFV 003: "Network Functions Virtualisation (NFV); Terminology for Main Concepts in NFV".
[i.2]	ETSI GR NFV-EVE 021: "Network Functions Virtualisation (NFV) Release 5; Evolution and Ecosystem; Report on energy efficiency aspects for NFV".
[i.3]	ETSI GR NFV-IFA 046: "Network Functions Virtualisation (NFV) Release 5; Architectural Framework; Report on NFV support for virtualisation of RAN".
[i.4]	ETSI GS NFV-IFA 036: "Network Functions Virtualisation (NFV) Release 4; Management and Orchestration; Requirements for service interfaces and object model for container cluster management and orchestration specification".
[i.5]	ETSI GS NFV-IFA 040: "Network Functions Virtualisation (NFV) Release 4; Management and Orchestration; Requirements for service interfaces and object model for OS container management and orchestration specification".
[i.6]	ETSI GR NFV-IFA 035: "Network Functions Virtualisation (NFV) Release 5; Architectural Framework; Report on network connectivity integration and operationalization for NFV".
[i.7]	Anuket Reference Model for Cloud Infrastructure (RM)
NOTE:	Available at: https://cntt.readthedocs.io/projects/rm/en/stable-nile/index.html 
Editor’s note:	This is the version of the Nile release, a newer version with more information on PIM and use of ODIM [i.c] and Redfish® [i.d] will be published in time to be used here.
[i.8]	GSM Association, Official Document NG.126: "Cloud Infrastructure Reference Model, Version 3.0 (23 November 2022)".
NOTE:	This document is created by Linux Foundation Anuket, see [i.a], and is also published by GSMA Networks Group (https://membergateway.sharepoint.com/sites/wg-TG-ISIG-NG). It is available at https://membergateway.sharepoint.com/:w:/r/sites/wg-TG-ISIG-NG/_layouts/15/Doc.aspx?sourcedoc=%7B2060DCAF-8956-40B3-9D78-8D508DDD8B74%7D&file=NG.126%20v3.0.docx .
[i.9]	ODIM project, available at https://odim.io/ 
[i.10]	Redfish®, ISO/IEC 30115-1:2022: "Information technology — Redfish scalable platforms management API specification — Part 1: Redfish Specification v1.13.0"
NOTE:	Available at https://www.iso.org/standard/83853.html 
[i.11]	DMTF DSP0268: "Redfish® Data Model Specification"
NOTE:	Available at https://www.dmtf.org/sites/default/files/standards/documents/DSP0268_2023.1.pdf 
[i.12]	O-RAN.WG6.O2-GA&P-R003-v05.00: "O-RAN Working Group 6; O2 Interface General Aspects and Principles".
[i.13]	ETSI GS NFV 006: "Network Functions Virtualisation (NFV) Release 4; Management and Orchestration; Architectural Framework Specification".
[i.14]	ETSI GR NFV-IFA 039: "Network Functions Virtualisation (NFV) Release 5; Architectural Framework; Report on Service Based Architecture (SBA) design".
[i.15]		OpenStack Ironic supported documentation (23.2 series)
NOTE:	Available at https://docs.openstack.org/ironic/2023.2/.
[i.16]		OpenStack Bare Metal API reference documentation
NOTE:	Available at https://docs.openstack.org/api-ref/baremetal/.
[i.17]		     Metal3 user guide
NOTE:	Available at https://book.metal3.io/
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For the purposes of the present document, the terms given in ETSI GR NFV 003 [i.1] and the following apply:
NOTE:	A term defined in the present document takes precedence over the definition of the same term, if any, in ETSI GR NFV 003 [i.1].
Physical Infrastructure Management: management of physical resources.
Editor’s note: Definitions to be updated, if needed, as the IFA053 work item progresses.
Physical Resource: hardware component of the NFVI.
 NOTE: Physical resource can be compute, network or storage.
EXAMPLE: Servers, switches, routers, storage systems.
[bookmark: _Toc455504145][bookmark: _Toc481503683][bookmark: _Toc482690132][bookmark: _Toc482690609][bookmark: _Toc482693305][bookmark: _Toc484176733][bookmark: _Toc484176756][bookmark: _Toc484176779][bookmark: _Toc487530215][bookmark: _Toc527986000][bookmark: _Toc19025629][bookmark: _Toc19026111][bookmark: _Toc67664005][bookmark: _Toc67666906][bookmark: _Toc67666928][bookmark: _Toc67667044][bookmark: _Toc67667204][bookmark: _Toc154123195]3.2	Symbols
[bookmark: _Hlk527022222]For the purposes of the present document, the [following] symbols [given in ... and the following] apply:

[bookmark: _Toc455504146][bookmark: _Toc481503684][bookmark: _Toc482690133][bookmark: _Toc482690610][bookmark: _Toc482693306][bookmark: _Toc484176734][bookmark: _Toc484176757][bookmark: _Toc484176780][bookmark: _Toc487530216][bookmark: _Toc527986001][bookmark: _Toc19025630][bookmark: _Toc19026112][bookmark: _Toc67664006][bookmark: _Toc67666907][bookmark: _Toc67666929][bookmark: _Toc67667045][bookmark: _Toc67667205][bookmark: _Toc154123196]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in ETSI GR NFV 003 [i.1] and the following apply:
BM	Bare Metal
FRU	Field Replaceable Unit
IPMI	Intelligent Platform Management Interface
PIM	Physical Infrastructure Manager
RAID	Redundant Array of Independent Disks
RAN	Radio Access Network
VIF	Virtual Interface
vRAN	virtualised RAN
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Editor’s Note:	This clause will provide overview of Physical Infrastructure Management in the NFV-MANO context and analyse the relevant use cases in other documents.
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The present document introduces the concept of physical infrastructure management in the NFV framework and addresses management aspects, such as inventory management, resource provisioning, FM/PM monitoring, etc., of NFVI physical resources.
Management of physical resources plays an important role in enabling new NFV use cases and deployment scenarios. These include, but are not limited to, the following:
· Enable energy efficient NFV deployments,
· support virtualized RAN (vRAN) use cases in NFV,
· infrastructure management for bare-metal CIS clusters.
The present document defines the role of Physical Infrastructure Manager (PIM) in NFV and specifies its requirements. The role and requirements of PIM are derived based on the relevant use cases and scenarios already identified in ETSI GR NFV-EVE 021 [i.2], ETSI GR NFV-IFA 046 [i.3], and ETSI GS NFV-IFA 036 [i.4].
[bookmark: _Toc154123199]4.2	Background of Physical Infrastructure Management in NFV
Editor’s Note:	This sub-clause will refer the relevant use cases from other NFV documents related to Physical Infrastructure Management, e.g., IFA036, IFA046, EVE021 etc. 
[bookmark: _Toc135643797][bookmark: _Toc154123200]4.2.1	Role of PIM in enabling energy efficiency in NFV
Several aspects of NFV that have an impact on power consumption and energy efficiency are investigated in ETSI GR NFV-EVE 021 [i.2]. In addition to documenting multiple use cases related to energy efficiency in NFV, ETSI GR NFV-EVE 021 [i.2] identifies relevant key issues and proposes potential solutions to address those issues. 
In the context of energy efficiency use cases, Physical Infrastructure Manager (PIM) is responsible for the management of physical resources considering, but not limited to, the following aspects:
· Physical infrastructure management: PIM manages the overall physical infrastructure in the NFVI, such as physical compute, storage and network resources. It maintains resource topology and inventory of its managed entities, indicating their capability support and energy efficiency related metrics. PIM is also capable of providing notifications in the events of changes in state of its managed entities, e.g., notifications related to power state restoration of the NFVI resources etc. PIM is also envisioned to manage pool of physical resources based on different parameters, such as power consumption metrics, power management policies, etc.
· Resource control: PIM manages the control of physical resources in the NFVI such as changing power states (power on/power off) of hardware devices, adjusting input power supply, controlling voltage/frequency (V/F) ratio of CPUs, etc.
· Power consumption information: PIM can acquire power consumption data of its managed physical resources by interacting with the relevant Baseboard Management Controllers (BMCs). PIM also supports providing power consumption information and energy related metrics of physical resources to other MANO entities via its northbound interface.
Editor’s Note: The present subclause to be checked for potential updates upon completion of ETSI GR NFV-EVE 021.
[bookmark: _Toc154123201]4.2.2	Role of PIM in CIS cluster management
For deployment of containerized VNFs in NFV, a group of  Container Infrastructure Service (CIS) cluster nodes is provided from the NFVI, and the corresponding compute resources are allocated by NFV-MANO. The Container Infrastructure Service Manager (CISM), described in ETSI GS NFV-IFA 040 [i.5] is configured to use these CIS cluster nodes hosting CIS instance functionality for the deployment and management of containerized workloads. The composition of all CIS cluster nodes, hosting one or multiple CISM instances and CIS instances, form together a CIS cluster. ETSI GS NFV-IFA 036 [i.4] specifies requirements on CIS Cluster Management (CCM) services. CIS cluster nodes can be realized by either virtual machines (VMs) or by bare-metal servers or a combination of both, i.e., Hybrid CIS clusters. 
The CCM function, responsible for managing CIS clusters, allocates infrastructure resources for CIS cluster nodes. In case of bare-metal CIS clusters, CCM allocates bare-metal servers for the CIS cluster by interacting with an infrastructure management function that manages a pool of hardware resources and can assign bare-metal servers from that pool to the consumers. This infrastructure management functionality can be provided by PIM.
In the context of CIS cluster management, PIM is responsible for the management of physical resources considering, but not limited to, the following aspects:
· Enable allocation of bare-metal servers to CIS clusters: PIM manages physical resources (e.g., bare-metal servers, storage servers, etc.) and can assign them to pool of resources that can in turn be assigned to a CIS cluster upon receiving request from the CCM, as described in clause 4.2.5.3 and Annex B.2 of ETSI GS NFV-IFA 036 [i.4].
· Resource management: PIM is responsible for managing physical resources in the NFVI, such as physical compute, storage and network resources. It offers resource management operations for managing bare-metal servers via its exposed (service) interfaces, similar to VIM in case of VM-based CIS clusters. See clause 4.2.9 of ETSI GS NFV-IFA 036 [i.4].
· Fault and performance notifications: PIM is envisioned to offer performance information of bare-metal resources to the CCM, which in turn maps this information to the respective CIS cluster related object instances as described in clause 4.2.12 of ETSI GS NFV-IFA 036 [i.4]. PIM is also responsible for providing alarms related to physical resources that can be collected and mapped by the CCM for alarm management of CIS clusters.
[bookmark: _Toc154123202]4.2.3	Role of PIM in virtualized RAN
NFV-MANO support for the virtualization of the RAN is studied in ETSI GR NFV-IFA 046 [1.3], where several challenges are reported regarding the compatibility levels between ETSI NFV and the virtualization framework developed by the O-RAN Alliance. In O-RAN, infrastructure resource management is the responsibility of the Infrastructure Management Services (IMS) residing in O-Cloud [i.12]. The IMS is responsible for management of the O-Cloud resources and the software which is used to manage those resources. Similar to the NFVI case, in O-RAN O-Cloud Node Cluster can be of different types (i.e., Bare Metal Container Cluster, VM-based Container Cluster, VM Cluster, OS Cluster). For example, VM-based Container Cluster can be mapped to a CIS cluster based on VMs and a Bare Metal Container Cluster can be mapped to a bare metal CIS cluster. In principle IMS provides collectively the functionality supported by part of the functionality by VIM (regarding virtualized infrastructure management), PIM (regarding physical resources management) and CCM (regarding CIS cluster nodes management). 
In support of virtualized RAN use cases, the PIM is responsible for the management of physical resources considering, but not limited to, the following aspects:
· Physical infrastructure management (as described in clause 4.2.1).
· Resource control (as described in clause 4.2.1).
· Power consumption information (as described in clause 4.2.1).
· Allocation of bare-metal servers to O-Cloud node clusters (similarly for CIS clusters as described in clause 4.2.2).
· Resource management (as described in clause 4.2.2).
· Fault and performance management of physical resources (as described in clause 4.2.2).

In ETSI NFV there is no concept of resource views. In O-RAN a resource view is defined as the visible and/or accessible part of the resource that an actor (e.g., infrastructure manager) sees based on its authority [i.12]. Nevertheless, some similarities can be considered since the consumer of VIM interfaces, the consumer of PIM interfaces and the consumer of CCM interfaces, have specific access privileges on the resources depending on the interface used and their role. 
Editor’s Note: Profiling of PIM exposed interfaces to O2ims is FFS. A note could be added at future stage depending on the progress of both ETSI GS NFV-IFA 053 and O2ims.
4.2.4	Role of PIM in enabling network connectivity integration and operationalization in NFV
ETSI GR NFV-IFA 035 [i.6] studies the integration and operationalization aspects of network connectivity in NFV. Solutions proposed in the ETSI GR NFV-IFA 035 [i.6] consider PIM as an enabler for Operations, Administration, Management and Provisioning (OAM&P) of network devices in NFVI. In that regard, PIM is responsible for, but not limited to, the following aspects:
· Device Management: PIM is responsible for the management of the network devices on different levels, such as NFVI node level, NFVI-PoP network fabric level, etc. For the case of NFVI node level devices, PIM interacts with one or multiple BMCs to manage network interface cards (NICs)/adapters of NFVI nodes. At the NFVI-PoP level, PIM manages devices forming the NFVI-PoP network fabric, such as switches, ports, and NFVI-PoP gateway devices, such as Customer Edge (CE) devices.
· Relationship with SDN controller and other entities: For NFVI-PoP network fabric and gateway management, PIM is responsible for device-level provisioning of underlay network devices, and SDN controller is responsible for network level provisioning. Other NFV-MANO entities, such as VIM, CCM etc. can interact with PIM for the management of NFVI-PoP network elements.

[bookmark: _Toc154123203]4.3	Input from other organizations
Editor’s Note:	This sub-clause will discuss physical infrastructure management approaches/requirements from other organizations such as Anuket, GSMA etc.
4.3.1	Physical Infrastructure Management in Linux Foundation Anuket
Linux Foundation Anuket describes their view on infrastructure and its management in their Reference Model for Cloud Infrastructure (RM) [i.7], which is also available through GSMA [i.8]. The infrastructure model covers Virtual Infrastructure Layer, Hardware Infrastructure Layer and Workload Layer. 
NOTE 1:	Anuket uses the terms hardware infrastructure and hardware resource in their specifications related to physical infrastructure management. In the context of the present document, hardware resource and hardware infrastructure refer to physical resource and physical infrastructure respectively.

The model of hardware infrastructure resources distinguishes between cloud infrastructure (compute, storage and network resources) and hardware acceleration resources. The hardware infrastructure manager is responsible for equipment management and enables:
· provision, manage, monitor and delete hardware resources 
· manage physical hardware resource discovery, monitoring and topology
· manage hardware infrastructure telemetry and log collection service
NOTE 2:	When Anuket mentions deleting hardware resources, this refers to the deletion of logical resources.
In newer versions (later than [i.7]), Anuket includes the ODIM project, see clause 4.3.2, which is an implementation of the Redfish® standard by DMTF, see clause 4.3.3.
Editor’s note: This text needs to be revisited when Anuket publishes newer versions. progress of this topic can be tracked at https://github.com/anuket-project/anuket-specifications/pull/3306 .
4.3.2	Open Distributed Infrastructure Management (ODIM)
ODIM [i.9] is a project hosted by Linux Foundation built upon DMTF Redfish® specifications (see clause 4.3.3).
Editor’s note: More content will be provided in a separate contribution.
4.3.3	DMTF Redfish
The Redfish® interface specifies a HTTP RESTful interface for management of infrastructure platforms, see [i.10] and [i.11].
Editor’s note: More content will be provided in a separate contribution.
[bookmark: _Toc154123204]5	Architectural Aspects of Physical Infrastructure Management
Editor’s Note:	This clause will analyse architectural aspects of PIM and discuss options to determine the best specification approach for interfaces and information modelling.

[bookmark: _Toc154123205]6	Requirements for Physical Infrastructure Management
Editor’s Note:	This clause will define requirements associated to PIM based on profiling of existing solutions done in Annex B.
[bookmark: _Toc154123206]6.1	Introduction
The present clause defines requirements related to different aspects of physical infrastructure management in NFV framework. These aspects include, but are not limited to, the following:
· Resource provisioning and lifecycle management
· Inventory management
· Topology management
· Performance, fault and log management
· Energy and power consumption monitoring
Editor’s Note: Requirements for some of the aspects mentioned above may be merged in the subsequent clauses to group requirements under appropriate categories. This list may need to be aligned with the headings of following sub-clauses once clause 6 is stable.
[bookmark: _Toc154123207]6.2	Resource provisioning and lifecycle management
Resource provisioning of physical resources refers to setting up, preparing, and if required, configuring compute, storage, and network resources in the NFVI. The provisioned resources can then be used by NFV-MANO components, e.g., VIM, CISM, CCM, to support orchestration and management of virtualised resources, containerized workloads, and CIS clusters, supporting the deployment and execution of NSs and VNFs.
Regarding physical resource provisioning, physical infrastructure management shall support capabilities to: 
· Prepare physical resources for deployment (e.g., powering on, configuring network and boot settings, etc. for bare metal servers);
· Assign traits and properties to provisioned physical resources (e.g., for topology management);
· Maintain information about provisioning state of physical resources (e.g., during different stages of provisioning);
· Deprovision physical resources (e.g., reconfiguring physical resources);
Lifecycle management of physical (compute, network, and storage) resources, as managed objects, refers to creating logical instances for the managed objects, updating their information, and deleting them when they are no longer in use. Examples of updating information of such managed objects are setting new provision state of a physical resource, changing power state of a physical resource, etc.
Regarding lifecycle management of physical resources, physical infrastructure management shall support capabilities to:
· Keep and store information about the provisioned physical resources;
· Provide physical resource information to consumers, and enable the filtering of resource data based on the request from the consumer;
· Create, update and delete physical resource information elements upon request by a consumer, including the creation/retrieval/update/deletion of properties and attributes (e.g., volumes, interfaces, traits, etc.) associated with an individual resource during its lifecycle;
· Update the physical resource based on internal change in state or configuration of the resource (e.g., change in power state of a resource, change in provision state due to maintenance or failure, etc.);
· Provide notifications to consumer for the subscribed events; 
Information about a physical resource shall include:
· Unique resource identifier for the physical resource;
· Power state of the resource (e.g., power on, power off, etc.);
· Provision state of the resource (e.g., available, active, etc.);
· Software related information of the resource (e.g., about firmware, OS, supported drivers, etc.); 
· Compute related information (e.g., CPU, memory, number of sockets, supported P/C states);
· Storage related information (e.g., information about logical disks, volumes, storage capacity, etc.);
· Network related information (e.g., physical ports, virtual interfaces, MAC addresses, network OS, etc.);
· Configuration information (e.g., boot settings for a bare metal server, RAID configurations of a storage disk, etc.) 
· Additional information of the resource (e.g., traits for topology related information);
Information of a physical resource shall be completed by inventory related information according to clause 6.3.
[bookmark: _Toc154123208]6.3	Inventory management
Inventory of physical infrastructure concerns information of Field Replaceable Unit (FRU) hardware, firmware and software components that conform the NFVI.
Inventory of physical resources shall include information about:
-	Node racks infrastructure, such as racks, shelfs and slots;
-	Compute hardware and its firmware/software;
-	Storage hardware and its firmware/software;
-	Network hardware and its firmware/software; and
-	Firmware/software for the virtualization of the physical resources.
Figure 6.3-1 illustrates the scope of NFVI resources for which inventory information is to be considered.
[image: ]
Figure 6.3-1: NFVI resources for inventory information
The inventory information can be organized either hierarchically (e.g., components are enclosed within other components thus creating a containment relationship) or in a flat manner. Figure 6.3-2 illustrates an example of the kinds of inventory information that can be kept about the resources and the relationship with physical infrastructure management.
[image: ]
Figure 6.3-2: Example of inventory information
Editors’Note: The figure above will be revisited when the PIM information modelling progresses to avoid inconsistencies between the two.
Regarding inventory management, the physical infrastructure management shall be capable to:
-	Keep and store information about the resource;
-	Provide the inventory information to consumers, and enable the filtering of inventory data based on the request from the consumer;
-	Update inventory information upon request by a consumer;
-	Update inventory information based on the discovery of resources from the NFVI;
Inventory information about a physical resource shall include:
-	Type (whether it is logical, such as some firmware or software, or physical) and class of resource (compute, storage, network, or other);
-	Identification information unique to the resource (e.g., a serial number);
-	Provider or manufacturer of the resource; and
-	Properties of the resource, including information about the capabilities of the resource as a managed object, such as power management capabilities, state management capabilities, etc.
[bookmark: _Toc154123209]6.4	Topology management
Topology management of physical resources concerns the management of the relationship between the physical resources that conform the NFVI. Topology information includes:
-	Physical topology: it concerns the relationship between physical resources from a physical perspective, and
-	Logical topology: it concerns the relationship between physical resources from a logical perspective.
Logical topology information is necessary to convey topological relationship among physical resources that are not uniquely confined to physical constraints. For instance, logical topology information can be used to define logical grouping of resources, such as resource pools, resource aggregates, resource zones, etc. Some of the variables to determine resource pool and resource zones can consider physical constraints such as physical location in the NFVI-PoP, power supply dependencies, etc., but not only. From physical infrastructure management, the following scopes shall be considered by the topology management:
-	Resource pool: logical grouping of physical resource. The resource pool can be based solely on certain type of resource (e.g., compute, storage, network) or include a combination of them. A physical resource can be part of none, one or more than one resource pool. This is same concept as defined in ETSI GR NFV 003 [i.1].
-	Resource zone: logical grouping of physical resource according to some physical isolation, redundancy capability or certain administrative policy for the NFVI. For instance, physical isolation can be achieved by using separate power supplies or considering resources spread on different physical building sites. This is the same concept as defined in ETSI GR NFV 003 [i.1].
Examples of use of resource pools include the grouping of:
-	Resources with similar resource characteristics, e.g., set of compute resources with acceleration capabilities.
-	Resources with same resource configuration, e.g., CPU set at certain power state.
-	Resources with identified specific usage purpose, e.g., to be used by certain tenant.
-	Etc.
Figure 6.4-1 illustrates an example of the concepts of resource zones and resource pools.
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Figure 6.4-1: Example of resource zones and resource pools
The managed topology information shall support identifying the type of resource relationship from physical perspective, according to:
-	Containment, i.e., the resource is contained within another resource, e.g., a CPU is part of a bare metal compute server, or a compute server is within certain rack. This relationship also includes the case when some resource is "installed" in another resource, e.g., a firmware installed in a bare metal compute server.
-	Connection: this includes network connectivity and power connectivity, i.e., the resource is connected at L1 level with some other resource, or the resource gets its power supply from certain connected power distribution unit.
Regarding topology management, the physical infrastructure management shall be capable to:
-	Keep and store information about the physical and logical topology of physical resources in the NFVI;
-	Provide topology information to consumers, and enable the filtering of topology data based on the request from the consumer;
-	Create, update and delete logical topology information upon request by a consumer, including the creation/update/delete of resource pools and association of properties to the resource pools for topology and other management aspects (e.g., provisioning, monitoring);
-	Update the topology information based on the discovery and update of resources from the NFVI;
[bookmark: _Toc154123210]6.5	Assurance: performance, fault and log management
Assurance and monitoring of physical resources concerns about the performance and fault management of the physical resources that conform the NFVI. The physical resources, as managed objects by the physical infrastructure management, can have associated performance metrics and be subject to faults for which alarms can be associated with and be exposed. Furthermore, physical resources and/or its management systems can generate logs.
Regarding performance management, the physical infrastructure management shall support capabilities to:
-	Manage the collection of performance data (i.e., measurements), e.g., by setting up PM jobs;
-	Provide to consumers the performance data, e.g., via streaming or performance file reporting; and
-	Notify to consumers about the availability of performance data, and any other events related to the performance management.
Performance data associated to a physical resource is related to the properties and type of resource. The physical infrastructure management shall be capable to monitor and collect measurements of metrics that either are defined as counters (a cumulative metric representing a single monotonically increasing counter, whose value can only increase or reset to zero) or gauge (a metric representing a single numerical value that can either go up or down). Depending on the type of physical resource, metrics about average usage and peak usage over defined time periods shall be made available. For all physical resources that consume power/energy, measurements about the power consumptions shall also be provided. 
Editor’s Note: In parallel to the development of IFA053, it should be evaluated the possibility to also define performance metrics in ETSI GS NFV-IFA 027 related to physical resources. If so, we can then put a reference in the paragraph above.
Regarding fault management, the physical infrastructure management shall support capabilities to:
-	Generate alarms based on fault information about physical resources;
-	Provide alarms information to consumers, via consumer issued query requests;
-	Notify about alarms to consumers, and any other events related to fault management; and
-	Manage the alarms, such as enabling to clear (automatically or on-demand) and acknowledge alarms.
Provided alarms shall conform to a standard specification, and their information include: identification of the alarm, associated managed object, root cause information, timing information about when the alarm is raised, changed, cleared, and acknowledged; information about when the fault event was observed; and information about the fault properties, including perceived severity, type of event, type of fault, probable cause and fault details; and when available information about correlated alarms.
Finally, regarding log management, the physical infrastructure management shall support capabilities to:
-	Collect logs about physical resources;
-	Manage the jobs/means of logging about physical resources, such as setting up the log levels (as defined in clause 6.2.1, table 2 of IETF RFC 5424 [1]) and the criteria of what information to log, starting and stopping the log collection;
-	Provide information about the log management, such as responding to query requests of information about the log collection;
-	Notify about events related to log management, such as the availability of certain logs; and
-	Provide information about where and how to retrieve the logs.
[bookmark: _Toc154123211]7	Information Modelling for Physical Infrastructure Management
[bookmark: _Toc455504150][bookmark: _Toc481503688][bookmark: _Toc482690137][bookmark: _Toc482690614][bookmark: _Toc482693310][bookmark: _Toc484176738][bookmark: _Toc484176761][bookmark: _Toc484176784][bookmark: _Toc487530220][bookmark: _Toc527986005][bookmark: _Toc19025634][bookmark: _Toc19026116][bookmark: _Toc67664010][bookmark: _Toc67666911][bookmark: _Toc67666933][bookmark: _Toc67667049][bookmark: _Toc67667209]Editor’s Note:	The information modelling in this clause will take into considerations the outcomes from profiling of existing solutions. For example, it may reference already defined information models, such as DMTF Redfish.

[bookmark: _Toc154123212]Annex A (informative): Architectural Analysis of Physical Infrastructure Management
Editor’s Note:	This annex will analyse the architectural options for physical infrastructure management within the NFV-MANO framework. 
[bookmark: _Toc135837977][bookmark: _Toc154123213]A.1	Overview and background 
The present annex analyses architectural aspects of PIM in the NFV-MANO framework building on the preliminary architectural analysis provided in other documents, e.g., ETSI GR NFV-IFA 046 [i.3]. Furthermore, general considerations from architecture design point of view and potential options for placing PIM functionality in the current NFV-MANO architectural framework are evaluated in the present annex. 
[bookmark: _Toc154123214]A.2	Placement options for PIM
[bookmark: _Toc154123215]A.2.1	Introduction
Several solutions considering placement of PIM functionality in NFV are discussed in detail in clause 5.2.1.2.3 of ETSI GR NFV-IFA 046 [i.3]. Detailed analysis using pros and cons-based evaluation is also provided for the documented solutions. Following are the possible solutions identified in the report:
· SOL-A3-1: Extending VIM to offer PIM functionality
· SOL-A3-2: PIM function in OSS
· SOL-A3-3: PIM outside OSS and outside NFV-MANO
· SOL-A3-4: PIM inside NFV-MANO
· SOL-A3-5: PIM function as part of NFVI
Based on the analysis and evaluation, only solutions SOL-A3-1 and SOL-A3-4 are recommended in ETSI GR NFV-IFA 046 [i.3]. The two recommended solutions are further analysed in the present annex as potential options to place PIM in NFV-MANO framework. Solution SOL-A3-1 is termed as Option #1 and SOL-A3-4 is termed as Option #2 hereinafter.
[bookmark: _Toc154123216]A.2.2	Option 1: PIM functionality as part of VIM
This option proposes extending VIM functionality to cover areas of physical infrastructure management, such as provisioning and monitoring of physical resources. For example, addition of new interfaces exposed by VIM related to physical infrastructure management. 
[bookmark: _Toc154123217]A.2.3	Option 2: PIM as a new function in NFV-MANO
This option proposes to add PIM as a new functional entity in NFV-MANO, which is responsible for holistic management of NFVI resources, such as inventory management, provisioning, monitoring, FM/PM, etc. Under this option, it is assumed that PIM will be separate from VIM. VIM already covers some of the management aspects of physical NFVI resources, e.g., compute host reservation, NFVI capacity management etc. With this option, distribution of responsibilities related to physical infrastructure management between VIM and PIM  is to be considered before introducing the new function.
[bookmark: _Toc154123218]A.2.4	Option 3: PIM functionality distributed into different entities
Besides the two options in clause A.2.2 and A.2.3 derived from recommendations in ETSI GR NFV-IFA 046 [i.3], there is another placement option, in which PIM functionality is distributed into different NFV-MANO functional entities.
As mentioned in the scope clause of the present document, PIM functionality includes infrastructure hardware management with respect to two parts: lifecycle management of compute/storage/networking resources, and FCAPS management of compute/storage/networking resources. To simplify the representation in the present document, the former part of PIM functionality is abbreviated as BM-LCM (bare metal lifecycle management), and the latter part of PIM functionality is abbreviated as BM-FCAPS (bare metal FCAPS management).
This placement option is proposed based on the fact that the industry mainstream solutions on bare metal provisioning (known as part of BM-LCM) adopt solutions like OpenStack® Ironic, for the case of BM deployments, which fits in with the VIM functionality as defined in ETSI GR NFV 003 [i.1]. Using this principle, this option places BM-LCM in the VIM. BM-FCAPS is less correlated to the VIM, and therefore placed in a new NFV-MANO functional entity named Physical Infrastructure Manager. Figure A.2.4-1 illustrates this placement option for distributing PIM functionality into different entities.
[image: ]
Figure A.2.4-1: PIM functionality distributed in different entities
Editor’s Note:	Evaluation to this placement option will be further added in clause A.2.5 Analysis.
Editor’s Note:	Misalignment for the meaning of PIM needs to be further resolved in the present document.
[bookmark: _Toc154123219]A.2.5	Analysis
Table A.2.5-1 provides evaluation of both placement options for PIM based on the pros and cons documented in ETSI GR NFV-IFA 046 [i.3]  as well as some additional pros and cons that aim to cover a broader scope for PIM and its role in NFV.
Table A.2.5-1: Evaluation of PIM placement options
	Options
	Pros
	Cons

	Option 1: PIM functionality in VIM
	IFA046:
- Leverages currently defined physical infrastructure management capabilities already present in current referenced VIM specifications.
- No new reference point or interface is defined; resource management operations are over existing communication channels (Nf-Vi towards NFVI and VIM to CCM).
- All infrastructure (virtual and physical) management aspects are clearly identified towards a single entity thus enabling consolidation of infrastructure management.
- Correlation of physical and virtual infrastructure can be performed without having to involve other management entities.
Additional:
none
	IFA046:
- Additional complexity introduced in VIM because of extending further beyond its current physical infrastructure management functionality. See note.
Additional:
- No clear delineation of management boundaries for physical and virtualized resources in NFV-MANO as VIM is responsible for managing both virtual and physical resources.- Limits interactions between CISM and PIM related to management of physical resources, for example storage management and provisioning.
Editor’s Note:	To recheck the con for CISM and PIM interaction in the context of IFA036. It is possible for CISM to interact with underlying Openstack cloud for provisioning of necessary resources. NFV-MANO does not plan to cover these interactions. NFV006 and IFA036 may need to be clarified on this matter.

	Option 2: PIM in NFV-MANO
	IFA046:
- Able to handle scenarios with dynamic resource provisioning.
- Possible direct mapping of PIM to O-Cloud IMS operations.
- Physical infrastructure management information can be used, referenced, and correlated at multiple levels within NFV-MANO, e.g., physical inventory information can be considered for end-to-end resources orchestration by NFV-MANO.
Additional:
- Granular control and monitoring of physical resources in the NFVI to support new NFV use cases, e.g., energy efficiency.
- Direct interactions between PIM and MANO entities for dynamic provisioning and control of physical resources.
	IFA046:
- New interfaces to be defined between PIM and VIM and between PIM and CCM.
- Resource management requests are possible from two sources either OSS or NFV-MANO entities, which could cause state management issues.
Additional:
- No holistic management of virtualised and physical resource, as offered by a single entity.
- Synchronization needed between PIM and consumers, e.g., VIM, for correlating physical to virtualized/cluster resources.
- Distribution of responsibilities related to physical infrastructure management between VIM and PIM needs to be considered.

	NOTE: ETSI GR NFV-IFA 046[i.3] also considers some additional cons for this option in the context of O-RAN specifications.  



[bookmark: _Toc135837978][bookmark: _Toc154123220]A.3	Architecture design considerations
Editor’s Note: This annex clause will provide architecture and interface design considerations related to PIM specification, e.g., discussing different approaches, such as SBA. 
[bookmark: _Toc154123221]A.3.1	Introduction
The present annex clause discusses architecture design considerations for PIM in terms of its integration in NFV-MANO and analyses different approaches to specifying PIM and its interfaces within NFV-MANO framework. These architecture design considerations are discussed independent of the placement options described in A.2. Nevertheless, the placement options will have an impact on how PIM interfaces can be specified in NFV-MANO.
Editor’s Note: Relationship between the discussed placement options and architecture design approaches is discussed in clause A.3.4. (This EN to be converted into normal text after A.3.4 is completed).
Editor’s Note: Recommendations provided in annex clause A.4 will consider both the placement and architecture design aspects of PIM in relation with each other. (This EN to be converted into normal text after A.4 is completed).
[bookmark: _Toc154123222]A.3.2	Reference point approach
NFV-MANO architectural framework in ETSI GS NFV 006 [i.13] specifies MANO functional blocks (FB), i.e., NFVO, VNFM, VIM, WIM (optional) and the reference points for interaction between those FBs. To facilitate interactions with other entities, MANO FBs expose standard interfaces that are supported over relevant reference points. Furthermore, concept of service interfaces has been introduced since Release 4 of NFV, where multiple functions, especially those offering container support e.g., CISM, CCM, expose their service interfaces to other MANO and non-MANO entities. 
To integrate PIM in NFV-MANO, one option could be to add PIM as a new functional entity in NFV-MANO framework (as described in annex clause A.2). It is already established in prior studies, e.g., ETSI GR NFV-IFA 046 [i.3], ETSI GR NFV-EVE 021 [i.2], that PIM can interact with multiple MANO entities to support new features and use cases summarized in clause 4 of the present document. For example, interactions between PIM and VIM, PIM and CCM, PIM and NFVO, PIM and CISM are already identified to fulfil physical infrastructure management in NFV. Therefore, using the reference point approach, multiple reference points could be established within NFV-MANO between PIM and other MANO entities. An exemplary illustration of NFV-MANO framework with PIM as a new functional block is shown in figure A.3.2-1.
[image: ]
Figure A.3.2-1: PIM function inside NFV-MANO as an example placement option
Figure A.3.2-1 is based on the one of the architectural placement options for PIM discussed in ETSI GR NFV-IFA 046 [i.3]. The figure shows multiple points of interaction between PIM and NFVO, PIM and VIM, PIM and CCM etc, over which PIM could expose its interfaces.
[bookmark: _Toc154123223]A.3.3	SBA Approach
ETSI GR NFV-IFA 039 [i.14] outlines SBA principles for NFV-MANO that allow the NFV-MANO services to be defined in a consumer-independent fashion. By decoupling the interfaces and their functionalities from specific reference points, SBA, in its pure form, also enables flexible placement of NFV-MANO services being offered by the service producers. These services are exposed by the producer over one or multiple service interfaces independently of how the consumers intend to use those services. SBA approach can be considered, if NFV-MANO architecture implements one of SBA transformation targets, according to recommendations described in ETSI GR NFV-IFA 039 [i.14].
NOTE: The approach described in this clause is based on the general SBA principles for NFV described in ETSI GR NFV-IFA 039 [i.14]. A specific approach can be applied using one of the SBA transformation targets described in the same report. 
Using the SBA approach, PIM functionality can be provided by a logical function (as service producer) offering different PIM services via service interfaces. These services can be consumed by service consumers, such as other services offered by NFV-MANO entities, such as NFVO, VIM, CISM etc. as well as non-NFV-MANO entities, e.g., OSS/BSS etc. Figure A.3.3-1 illustrates an example of this concept. 
[image: ]
Figure A.3.3-1: Example of PIM services and service interfaces
Specifying PIM architecture according to the principles of SBA provides flexible placement options for PIM functionality in NFV-MANO framework as discussed in clause A.2. 
[bookmark: _Toc154123224]A.3.4	Analysis
Pros and cons-based analysis of the two approaches to PIM architecture design is summarized in table A.3.4-1. Relationship between architecture design approaches and PIM placement options is also highlighted.
Editor’s Note: The analysis for SBA approach will be included once it is identified which form of SBA approach is being followed for architecture design.
Table A.3.4-1: Evaluation of architecture design approaches for PIM
	Approach
	Pros
	Cons
	Relation with placement options

	Reference Point approach
	- Uniformity with the way existing interfaces exposed by VIM and other MANO FBs are defined in NFV-MANO.
	- A set of same interfaces exposed by PIM could be duplicated over multiple reference points in NFV-MANO. From specification point of view, interface specifications can be duplicated in multiple documents, increasing complexity for future enhancements in the specs. See note.
	Option #1 PIM in VIM:
- Suitable for this placement option. New interfaces can be added as VIM exposed interfaces over the relevant reference points.

Option #2 PIM in NFV-MANO:
- Suitable for this placement option. New reference points can be defined between PIM and other entities, specifying interfaces supported over each reference point.

	NOTE: To avoid this con, all interfaces related to PIM can be specified in one place, e.g., in ETSI GS NFV-IFA 005 [i.ref-ifa005] and the relevant interfaces can be referenced elsewhere if needed. 



[bookmark: _Toc154123225]A.4	Recommendations
Editor’s Note: This annex clause will provide recommendations related to PIM placement and integration in NFV-MANO by analysing the placement and interface design options documented in previous clauses. 

[bookmark: _Toc154123226]Annex B (informative): Analysis of existing solutions
Editor’s Note:	This annex will analyse existing solutions for physical infrastructure management such as IPMI, Ansible, DMTF Redfish, OpenStack Ironic, LFN ODIM and metal3 etc.
[bookmark: _Toc154123227]B.1	Introduction
The present annex clause provides capability analysis of existing industry solutions for physical infrastructure management. If applicable, their features are mapped to the requirements of physical infrastructure management specified in clause 6 of the present document. 
[bookmark: _Toc154123228]B.2	OpenStack Ironic
Editor’s Note: This clause will cover the overview of Ironic, summarize its features and potentially find mappings between Ironic capabilities and PIM requirements.
[bookmark: _Toc154123229]B.2.1	Overview
The OpenStack Bare Metal service, also known as Ironic, supports provisioning and management of physical machines and servers. The service can be used independently or within an OpenStack-based cloud environment. If integrated within an OpenStack cloud, the Bare Metal service offers the OpenStack Compute service a uniform way to manage heterogeneous physical machines and servers by abstracting hardware-specific drivers.
One of the components of the Bare Metal service, ‘ironic-conductor’, manages hardware nodes by interacting with respective device drivers. Ironic conductor instances can provision physical nodes using the Intelligent Platform Management Interface (IPMI) or vendor-specific protocols. Another component of the Bare Metal service, ‘ironic-api’, is used to enrol hardware which is to be managed by the service. The RESTful API also exposes a list of ironic-conductor instances and corresponding drivers supported by them. 
NOTE: 	Details about concepts, architecture, components of OpenStack’s Bare Metal service are available in the official documentation of OpenStack Ironic [i.15].
[bookmark: _Toc154123230]B.2.2	Features
The features and capabilities of OpenStack Bare Metal service for provisioning and management of bare metal nodes can be summarized as below:
· Resource provisioning/deprovisioning: Provisioning of bare metal resources, i.e., nodes, can include the following: preparing nodes (reconfiguring etc.) for enrolment, configuring drivers, boot and network settings for the nodes, adding scheduling information (e.g., resource class, traits, etc.) and finally enrolling the nodes with the Bare Metal service so that the newly provisioning nodes are available for deployment of workload(s). Once the nodes are ‘available’ for deployment, user images can be deployed. The Bare Metal service also offers cleaning and tearing down of nodes (removing volumes, configurations etc.) as part of the deprovisioning process. 
· Nodes management: Nodes management refers to creating, updating, and deleting ironic nodes. This can be performed via the Bare Metal API. Additionally, the Bare Metal service offers management tasks associated with individual nodes, such as, setting maintenance flag for a node, setting boot device, changing node’s boot mode/power state/provision state etc. 
· Network management: The Bare Metal service offers management of node’s network resources, such as  network interface cards (NICs) via the use of ports (physical level ports with MAC addresses) and port groups. Attaching/detaching virtual interfaces (VIFs) to/from a node is also possible via the Bare Metal API.
· Storage management: The Bare Metal service offers management of storage resources for ironic nodes, such as managing node’s logical disks, RAID configurations, storage interfaces etc. There can also be external resources, e.g., from a Block Storage service, such as OpenStack Cinder. Remote volumes can be connected to Ironic nodes as either targets or connectors via the Bare Metal API.
· Allocation and scheduling management: The Bare Metal service can make use of resource classes, traits and other parameters to maintain logical grouping of nodes, using the ‘allocations’ resource of the Bare Metal API. Allocations can be used to identify the (set of ) node(s) for customized scheduling.
· Notifications: The Bare Metal service can also generate notifications over a message bus to indicate various events, such as, change in power state of a node. These notifications can be consumed by external entities like a monitoring service. Notifications can come from the Bare Metal API (ironic-api) as a result of CRUD operations, or from ironic-conductor(s) as a result of state changes in the nodes, e.g., during transitions in power states/provision states.
NOTE 1: 	Details about features and capabilities of OpenStack’s Bare Metal service are available in the official documentation of OpenStack Ironic [i.15]. 
NOTE 2: 	Details about API versions and endpoints of Bare Metal API are available in the official reference documentation of the Bare Metal API [i.16].
B.3	Metal3
Editor’s Note: This clause will cover the overview of Metal3, summarize its features and potentially find mappings between its capabilities and PIM requirements.
B.3.1	Overview
The Metal3 project (pronounced as Metal-Kubed) project is an open-source project that provides a set of tools for managing bare-metal infrastructure using Kubernetes. Metal3 is itself a Kubernetes application which runs on Kubernetes cluster, and uses Kubernetes resources and APIs as its interface.
As shown in Figure B.3.1-1, Metal3 is one of the providers for the Kubernetes sub-project Cluster API. Cluster API provides infrastructure agnostic Kubernetes cluster lifecycle management, and Metal3 brings the bare metal implementation capabilities for it.
Metal3 is integrated with the components of Ironic from the OpenStack ecosystem, for booting and installing bare metal machines. Metal3 handles the installation of Ironic as a standalone component, which means there is no need to bring along the rest components of OpenStack other than Ironic. 
[image: http://image.huawei.com/tiny-lts/v1/images/f33d61d024ba3c2abae9be1ced691744_562x375.png@900-0-90-f.png]
Figure B.3.1-1  Metal3 as a provider for the Kubernetes sub-project Cluster API
NOTE: 	Details about concepts, architecture, components of Metal3 are available in the official documentation of Metal3 [i.17]. 
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	Date
	Version
	Information about changes

	May 2023
	V0.0.1
	Initial skeleton of the GS as provided in NFVIFA(23)000313r1 (approved in NFVIFA#332-F2F).

	May 2023
	V0.0.2
	Updates the Scope clause by implementing contribution: NFVIFA(23)000352r1 - IFA053 Scope (approved in NFVIFA#335).

	June 2023
	V0.1.0
	First major drafting implementing technical contributions:
· NFVIFA(23)000421r1 - IFA053 Clause 4 Introduction
· NFVIFA(23)000449r2 - IFA053 Clause 4 PIM for Green NFV

	September 2023
	V0.2.0
	Implements following contributions:
· NFVIFA(23)000539r1 - IFA053 Clause 4 PIM for CIS cluster management
· NFVIFA(23)000621r2 - IFA053 3.1 General terminologies

	September 2023
	V0.3.0
	Implements following contributions:
· NFVIFA(23)000628r3 - IFA053 Annex A PIM Placement Options
· NFVIFA(23)000644r1 - IFA053 Clause 4 PIM for NFV connectivity
· NFVIFA(23)000654r1 - IFA053 Clause 4.3 Input from other organizations
· NFVIFA(23)000655r1 - FEATxx IFA053 Role of PIM in vRAN
· NFVIFA(23)000659r2 - IFA053 Annex A Interface Design - conventional approach
· NFVIFA(23)000661r2 - IFA053 Annex A Interface Design Analysis

	November 2023
	V0.4.0
	Implements following contributions:
· NFVIFA(23)000660r2 - IFA053 Annex A Interface design SBA approach
· NFVIFA(23)000681r3  - IFA053 Annex A.2.3 Option of distributing PIM functionality into entities
Rapporteur actions:
· Corrected typo ‘Manger’ and corrected in-text reference to figure A.2.4-1 in NFVIFA(23)000681r3
· Use correct clause numbers while referring to Options#1 and Options#2 in NFVIFA(23)000681r3
· Update subclause numbers after A.2.4
· Corrected some old numbering mistakes in A.2.5

	December 2023
	V0.5.0
	Implements following contributions:
· NFVIFA(23)000704r2 - FEAT33 IFA053 Clause 6 Introduction
· NFVIFA(23)000728 - FEAT33 IFA053 Annex B OpenStack Ironic Overview

	January 2024
	V0.6.0
	Implements following contributions:
· NFVIFA(23)000823r1 - FEAT33 IFA053 Annex B OpenStack Ironic Features
· NFVIFA(23)000798 - FEAT33 IFA053 Annex B Metal3 Overview
· NFVIFA(23)000770r3 - FEAT33 FEAT29 IFA053 Resource Provisioning and LCM
· NFVIFA(23)000745r1 - FEAT33 FEAT29 IFA053 Clause 6 Inventory
· NFVIFA(23)000746r1 - FEAT33 FEAT29 IFA053 Clause 6 Topology
· NFVIFA(23)000747 - FEAT33 FEAT29 IFA053 Clause 6 Monitoring
Rapporteur actions:
· Added a heading B.3 for Metal3 analysis in Annex B to accommodate content of contribution #798
· Minor editorial: to add “of” in the last paragraph of contribution #798
· Improve description of the link provided for metal3 in informative references
· Aligned the description of bullet items in clause 6.1 according to the order and names of following clauses 
· Deleted the EN in contribution #770r3 after implementing the concerned action
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