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End to End Perspective

Datacenter scale life cycle engineering and management
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Current Situation

— Cooling
— Workload management

« Emerging TCO tools
 Benchmarks (SpecPower)
* Virtualisation

e Server processors designed
for speed on general purpose
workloads rather than
efficiency for any particular EmlPower Cond

type




Issues and Opportunities

— Measuring useful work

« Smart dynamic cooling
— Sensors + controls + algorithms

* Intelligent workload management
— Workload classification and prioritisation
— Energy cost based service pricing for cloud services

— Energy cost based workload scheduling

e Location: Renewable energy

— economic, political , geological & meteorological stability



HP Laboratories, Palo Alto Data Center Demonstrator
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Standardisation

* Defining meaningful, user-centric models and metrics

* Promoting the adoption of energy efticient standards,
processes, measurement methods and technologies

* Developing standards, measurement methods, processes and
new technologies to improve performance against the defined
metrics

— 9 Board, 37 Contributor and > 100 general members

— PUE = (Total facility power) / (IT equipment power) = 100/35 = 2.85
= (Cooling Load Factor) + (Power Load Factor) + 1.0
CLF = (Cooling power) / (IT equipment power)

— Datacenter productivity DCP= (useful Work) / (Total Facility Power)
— Datacenter component efficiency Standards



-Greener Data Center

POWER COOLING

Autonomous control
Knowledge discovery & visualization
Pervasive cross-layer sensing
Flexible, efficient, & configurable building blocks
Data center scale lifecycle design
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Futures

— OS manages Compute, Storage, Network, Power & Cooling
resources
» Upside technology improvements
— Optical interconnects
e board, chassis and rack level
— Solid state storage
— High speed nonvolatile memories

. memristor, MRAM 10 Joules/Bit op (Theoretical limit 10" )
e 0O idle power consumption

— Reconfigurable processors
— Reversible computing






