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Artificial intelligence

Al is...

Machine learning

Neural networks

Deep learning




Al Foundations . /( \‘\
Specialized AT works incredibly well =D

Language Speech Language Object Face
translation transcription processing detection recognition



24%

of companies believe
that Al is the key to
competitive advantage

1in 20

companies have extensively
incorporated Al into
offerings and processes

80%

of data is either
Inaccessible,
untrusted or
unanalyzed

60%

See compliance
as a barrier due to
a lack of trust

in Al outcomes

81%

do not yet
understand the
data required
for Al

65%

do not fully
trust their own
organizations
analytics



AI Foundations
The evolution of Al Qeelel Ll

Broad Al

We are here

2050 and beyond

Emerging



AI Foundations —
The evolution of Al 2 (&)

Broad AI

Narrow Al General Al

Deep learning Learning + reasoning True neuro-Al
Single-task, single-domain, Multi-task, multi-domain, Cross-domain learning
with superhuman accuracy multi-modal and reasoning

Requires large amounts Learns with Broad

of labeled data much less data autonomy
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Al for Enterprise

Today’s Enterprise AL Core AI

Imbued with the characteristics

of human trust Trusted AI

Manages and operates
Trusted AI and its lifecycle

Scalable AI
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Al for Enterprise

Core Al

Imbued with the characteristics

of human trust Trusted AI

Scalable AI




What does It take
to trust a decision
made by a machine?



Trusted AI

The pillars of trust

Is it fair? Is it easy to understand? Is it secure? Is it accountable?



Making Al
Fair



» 30+ fairness
metrics/checkers

» 10 bias “mitigators”

» industry tutorials

Home Demo Resources Events Community

Al Fairness 360 Open Source Toolkit

This extensible open source toolkit can help you examine, report, and
mitigate discrimination and bias in machine learning models throughout the
AI application lifecycle. Containing over 70 fairness metrics and 10 state-of-
the-art bias mitigation algorithms developed by the research community, it is
designed to translate algorithmic research from the lab into the actual
practice of domains as wide-ranging as finance, human capital management,
healthcare, and education. We invite you to use it and improve it.

Not sure what to do first? Start here!

Read More Try a Web Demo Watch a Video

Learn more about fairness Step through the process of Watch a video to learn more
and bias mitigation concepts, checking and remediating about Al Fairness 360.
terminology, and tools before bias in an interactive web
you begin. demo that shows a sample of

capabilities available in this

toolkit.

Read a paper Use Tutorials Ask a Question

Read a paper describing how
we designed Al Fairness
360.

Step through a set of in-
depth examples that
introduces developers to
code that checks and
mitigates bias in different
industry and application
domains.

Join our AIF360 Slack
Channel to ask questions,
make comments and tell
stories about how you use
the toolkit.




Operationalizes
and instruments
fairness into
enterprise-grade
workloads

By comparison
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Making Al
Explainable



Trusted AI

Algorithm:
Contrastive explanations 5

We deduce that the image is “3” because,

2

we observe that curves are present,

b

but a dash is absent.

Dhurandhar et al, “Explanations Based on the Missing: Towards
Contrastive Explanations with Pertinent Negatives,” NeurIPS 2018.



1BM AI OpenScale
Explain a transaction

Recent transactions
Search Proce: Just n
Finished 1minago

Finished 3mins a

Instruments
eXplanationS into DENIED NFIDENCE APPROVED

I 20%

enterprise-grade
workloads

Factors contributing to a DENIED outcome Factors contributing to an APPROVED outcome

ACCOUNT BALANCE: less than $1,000 APPLICANT AGE: 30 years

I <2%

ACCOUNT STATUS: Poor ACCOUNT AGE: More than 2 years

-

COUNTRY: Canada

I




Making Al
Secure



Your AI model might be
telling you this is not a
cat

The most
comprehensive
toolkit for

D d you

“attacking” and
defending Al

Try it out




Making Al
Transparent



Trusted AI

Factsheets for Al

Arnold et al, "FactSheets: Increasing Trust in AI Services through Supplier’s Declaration of
Conformity,” https://arxiv.org/pdf/1808.07261.pdf



A transparent
reporting

mechanism

for how an Al
system operates
and performs

1BM Research Demo

Al Service Facts




Ethics guidelines
for trustworthy Al

AI Ethics
Guidelines
presented by the
European
Commission’s
High-Level Expert
Group on Artificial
Intelligence (Al
HLEG).

The European Commission’s

HIGH-LEVEL EXPERT GROUP ON
ARTIFICIAL INTELLIGENCE
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DRAFT
ETHICS GUIDELINES
FOR TRUSTWORTHY Al -

Working Document for stakeholders’ consulfa‘tion

- Brussels, 18 December 2018



Building more
trustworthy Al systems
IS not only a research
qguestion, It’s a
business imperative.







